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1 Introduction

It has been realized over the years that variational inequalities and their generalizations
provide convenient frameworks for the study and applications of many important issues of
nonlinear analysis, partial differential equations, optimization, equilibria, control theory, fi-
nance, economics, transportation and the engineering sciences. With the development of
variational inequality theory with its applications, several classes of inverse (mixed) (quasi-)
variatational inequalities were introduced and studied. In this area, the first work owned
to He et al. [1, 2] in 2006. They studied a class of inverse variational inequalities and
also found their applications in practical world, such as normative flow control problems,
which require the network equilibrium state to be in a linearly constrained set, and bipartite
market equilibrium problems. Since then, some authors paid more attentions on the inverse
variational inequalities and their generalizations. For instance, Yang [3], He and Liu [4],
Scrimali [5] studied inverse variational inequalities with their applications. Hu and Fang [6]
also studied the well-posedness of inverse variational inequalities. Aussel et al. [7] studied

the gap functions and error bounds for inverse quasi-variatational inequality problems. Very
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recently, Li et al. [8, 9] employed generalized f-projection operator to study algorithm, ex-
istence, gap functions and error bounds for inverse mixed (quasi-) variatational inequalities.
The concept of the generalized f-projection operator was introduced by Wu and Huang [10],
which is proved to be a good tool to study inverse mixed quasi-variatational inequalities.
Motivated and inspired by the work mentioned above, in this paper, we introduce and
study a new class of generalized inverse mixed quasi-variatational inequalities (GIMQVT) in
Hilbert spaces. We firstly make use of the properties of generalized f-projection operator in
Hilbert spaces [9, 10] to obtain the existence and uniqueness results for GIMQVI. Then we
study error bounds for GIMQVI according to the residual function. The results presented
here extend and improve the correspond results Theorem 4.1 and Theorems 5.1 and 5.4 in

[9].
2 Preliminaries

Throughout the paper, let H be a real Hilbert space with inner product (-, -) and norm
|||, let K : H— 2be a set-valued mapping such that for each u € H, K (u) is a nonempty
closed convex subset of H. Let M,N : H x H — H, A,B,C,D,h : H — H be nonlinear
single-valued mappings, f : H — R U {400} be proper, convex and lower semicontinuous
on K(u) for each u € H. We consider the generalized inverse mixed quasi-variatational
inequality (GIMQVTI) as follows: find a w € H, such that hu € K(u) and

(M(Au, Bu) — N(Cu, Du),v — hu) + f(v) — f(hu) > 0, Vv e K(u). (2.1)

Let us first see some special cases of GIMQVI (2.1).
(1) If M(u,v) = N(u,v) = u for all u,v € H, then GIMQVI (2.1) is reduced to the

following inverse mixed quasi-variational inequality: find a uw € H, such that hu € K(u) and
(Au — Cu,v — hu) + f(v) — f(hu) >0, Vv e K(u), (2.2)

which is to be a new one.

(2) If Bu=Cu = Du = N(u,v) =0, M(u,v) = u for all u,v € H, then GIMQVTI (2.1)
is reduced to the inverse mixed quasi-variational inequality (IMQVT): find a u € H such that
hu € K(u) and

(Au,v — hu) + f(v) — f(hu) >0, Vv e K(u), (2.3)
which was introduced and studied by Li and Zou [9].

(3) If Bu = Cu = Du = N(u,v) = 0, Au = M(u,v) = u, K(u) = K for all u,v € H,

where K is a nonempty closed convex subset of H, then GIMQVI (2.1) is equivalent to the

inverse mixed variational inequality (IMVI) studied by Li, Li and Huang [8]: find a u € H
such that hu € Kand

(u,v — hu) + f(v) — f(hu) >0, VveK. (2.4)

(4) If H= R", f(u) = Bu= Cu = Du = N(u,v) =0, Au = M(u,v) = u, K(u) = Kfor
all u,v € R", where K C R"™ is a nonempty closed convex subset, then GIMQVI (2.1) is
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reduced to the inverse variational inequality (IVI), first proposed by He and Liu [1]: find a
u € R" such that hu € K and

(uy,v —hu) >0, VveK. (2.5)

(5) If H = R", f(u) = Bu = Cu = Du = N(u,v) = 0, M(u,v) = ufor all u,v € R",
then GIMQVT (2.1) reduces to the inverse quasi-variational inequality (IQVT) introduced
and studied by Aussel et al. [7]: find a u € R" such that hu € K(u) and

(A(u),v —huy >0, Yve K(u). (2.6)

Moreover, if A is the identify mapping on R", then IQVI (2.6) reduces to the following

inverse quasi-variational inequality: find a u € R™ such that hu € K(u)and
(u,v —hu) >0, Vv e K(u). (2.7)

(6) f H = R",f(u) = Bu = Cu = Du = N(u,v) = 0, M(u,v) = hu = u for all

u,v € R"™, then GIMQVTI (2.1) becomes the classic quasi-variational inequality (QVI): find
a u € K(u) such that

(Au,v —u) >0, Yo e K(u). (2.8)

QVI was introduced and investigated at first by Bensoussan and Lions [11, 12]. They
introduced these problems in connection with impulse optimal control problems.

In a word, GIMQVT (2.1) is more general, which concludes many new and known in-
verse mixed (quasi-) variational inequalities, inverse (quasi-) variational inequalities, mixed
(quasi-) variational inequalities and (quasi-) variational inequalities as its special cases.

In order to obtain our main results, we need the following definitions and lemmas. Now,
we first recall the concept and properties of the generalized f-projection operator, which play
an important role in obtaining our main results.

Let G : H x K — RU {+00} be a functional defined as follows:

where £ € K,z € H, p is a positive number and f : K — RU {+o0} is a proper, convex,
and lower semicontinuous function.
Definition 2.1 [10] Let H be a real Hilbert space, and K be a nonempty closed and

convex subset of H. We call that P};’p : H — 2K is a generalized f-projection operator if
PLry={ue K :G(zx,u) = gnlf(G(x,S), Vee H}.
€

From the work of Wu and Huang [10] and Fan et al. [13], we know that the generalized
f-projection operator has the following properties.
Lemma 2.2 [10, 13] Let H be a real Hilbert space, and K be a nonempty closed and

convex subset of H. Then the following statements hold
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(i) P};’p x is nonempty and sz’p is a single-valued mapping;
(ii) for all x € H,z* = Pz if and only if

(" =,y — ")+ pf(y) — pf(2*) >0, VyeK;

(iii) PL* is continuous.
In addition, let K : H — 2 be a set-valued mapping such that for each x € H, K(z) is
a closed convex set in H. Similarly, we can define the generalized f-projection of any z € H
on the set K(z), that is,
PIP 2 =arg inf G(z,¢).
K (z) ggeK(m) (2,6

In 2016, Li and Zou applied the basic inequality in Lemma 2.2 to prove the properties (for
details, see Theorems 3.1 and 3.3 in [9]) of the operator PI’;’(”I) in Hilbert spaces.
Definition 2.3 [10, 13] Let H be a real Hilbert space, and N : H x H — H, A, B, g :
H — H be four single-valued mappings.
(i) ¢ is said to be a-Lipschitz continuous on H, if there exists a constant o > 0 such
that
lgu — gvl| < aflu —v||, Vu,v € H;

(ii) N is said to be -g-strongly mixed monotone with respect to A and B if there exists
a constant 8 > 0 such that

gu — gv, N(Au, Bu) — N(Av, Bv)) > Bllu —v||?, Yu,v € H;
(

(iii) N is said to be y-strongly mixed monotone with respect to A and B if there exists

a constant v > 0 such that
{(u — v, N(Au, Bu) — N(Av, Bv)) > ~||u —v||?, Yu,v € H;

(iv) N is said to be d-Lipschitz continuous with respect to A and B if there exists a
constant 0 > 0 such that

|N(Au, Bu) — N(Av, Bo)| < 8llu — o], Vu,v € H

(v) N is said to be v-g-relaxed Lipschitz with respect to A and B if there exists a

constant v > 0 such that
{gu — gv, N(Au, Bu) — N(Av, Bv)) > —vl|lu — v||?, Vu,v € H.

Remark 2.4 Note that if g = I, identify mapping on H, then g-strong mixed mono-
tonicity of N with respect to A and B reduces to the strong mixed monotonicity of N with
respect to A and B. Moreover, if N(Au, Bu) = Au for all u € H, then g-strong mixed
monotonicity of N with respect to A and B reduces to the ordinary g-strong monotonicity
of A and strong mixed monotonicity of N with respect to A and B reduces to the general

strong monotonicity of A.
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3 The Existence and Uniqueness Results of GIMQVI

In this section, we give the existence and uniqueness results of GIMQVI (2.1) by the
properties of generalized f-projection operator under certain conditions.

From the properties of generalized f-projection operator that v € H is a solution of
GIMQVT (2.1) if and only if u satisfies

hu = P};(pu) [hu — p(M(Az, Bx) — N(Cx, Dx))], (3.1)

where p > 0 is a constant.

Theorem 3.1 Let H be a real Hilbert space, and K : H — 2 be a set-valued mapping
such that for each u € H, K(u) C H is a closed convex set and f : H — RU{+o0} be proper,
convex and lower semicontinuous on K (u). Let M,N : H x H — H,A,B,C,D,h: H — H
be nonlinear single-valued mappings. If the following conditions hold

(i) h is a-Lipschitz continuous;

(ii) M is -Lipschitz continuous with respect to A and B and N is 7-Lipschitz continuous
with respect to C' and D;

(iii) M is A-strongly mixed monotone with respect to A and B;

(iv) M is p-h-strongly mixed monotone with respect to A and B;

(v) there exists k£ > 0 such that

||PI];’(”u)w - P};’(’;)wﬂ < kllu — ||, Vu,v € H,
we{y:y=hx—p[M(Az, Bx) — N(Cxz,Dz)]|, z € H};

(vi) [a(\/oz2 —2pu+ p?B2+k)+ \/1 — 2ap\ + a?p?% +2apy] < 1, where a is a positive
constant. Then GIMQVT (2.1) has a unique solution in H.
Proof Let F: H — H be defined as follows

F(u) =u— ahu + aPI];’(pu) [hu — p(M (Au, Bu) — N(Cu, Du))], Vu € H,

where a > 0 is a constant. For any u,v € H, we have

|F(u) - F(0)]
= ||u—ahu+ aP};’(pu) [hu — p(M (Au, Bu) — N(Cu, Du))]

—(v—ahv+ aPIJ;’(pU) [hv — p(M (Av, Bv) — N (Cv, Dv))])||
= ||a{[PI];’(pu)(hu — p(M(Au, Bu) — N(Cu, Du))) — (hu — p(M (Au, Bu) — N(Cu, Du)))]
—[P};’(pv)(hv — p(M(Av, Bv) — N(Cv, Dv))) — (hv — p(M (Av, Bv) — N(Cv, Dv)))|}
+u — ahu + a(hu — p(M (Au, Bu) — N(Cu, Du)))
—(v —ahv + a(hv — p(M(Av, Bv) — N(Cv, Dv))))||
allhu — p(M (Au, Bu) — N(Cu, Du)) — Pff(’(”u)(hu — p(M(Au, Bu) — N(Cu, Du)))
—[hv — p(M (Av, Bv) — N(Cv, Dv)) — P};’(‘;)(hv — p(M (Av, Bv) — N(Cwv, Dv)))]||

+|lu — v — ap(M(Au, Bu) — M(Av, Bv))|| + ap||N(Cu, Du) — N(Cv, Dv)]|. (3.2)

IN
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It follows from condition (v) and Theorem 3.3 of [9] that

|l[hu — p(M (Au, Bu) — N(Cu, Du)) — Pé’fu)(hu — p(M(Au, Bu) — N(Cu, Du)))]
— [hv — p(M (Av, Bv) — N(Cv, Dv)) — PI’;’(pv)(hv — p(M(Av, Bv) — N(Cv, Dv)))]||
<||hu — hv — p(M (Au, Bu) — N(Cu, Du) — (M (Av, Bv) — N(Cv, Dv)))| + k|lu — v||

<|lhu — hv — p(M (Au, Bu) — M (Av, Bv))|| + p|| N(Cu, Du) — N(Cv, Dv)|| + k|lu — v||.
(3.3)
By conditions (i), (ii), (iv), we get

|hu — hv — p(M (Au, Bu) — M (Av, Bv))|?

=||hu — hv||* = 2p(hu — hv, M (Au, Bu) — M (Av, Bv))
+ (2| (Au, Bu) — M(Av, Bo)|?

<(a® = 2pp + p*B%)||u — 0|,

(3.4)

and by conditions (ii) and (iii), we have

|lu —v — ap(M(Au, Bu) — M (Av, Bv))|?

=|lu —v||* — 2ap(u — v, M(Au, Bu) — M (Av, Bv))
+ a?p?|| M (Au, Bu) — M (Av, Bv)||?

<(1 = 2apA+a®p*B%)[Ju — v|*.

(3.5)

It follows from (3.2)—(3.5) and condition (iv), we have

IF (u) = F(v)]| <[a(v/a? = 2pp + p*8% + k + p)
+ /1= 2apX + a?p*y2 + apy|||u — ||
—[a(v/a? = 2pp + P23 + k) + /1 = 2apA + a?p*y? + 2ap7]||lu — v|

ZQHU_U”a

(3.6)

where 6 = a(\/a2 —2pp+ p2B2+k)+ \/1 — 2ap\ + a?p?y2+2apy]. It follows from condition
(vi) that 8 < 1, therefore F' is a contracting mapping in Hilbert space H. So, F has a unique
fixed point u* € H, that is F'(v*) = u*, implying that v* € K(u*) and

(M(Au*, Bu*) — N(Cu*, Du*),v — hu*) + f(v) — f(hu™) > 0, Vv € K(u"),

thus u* is a unique solution of GIMQVT (2.1). This completes the proof.

Ifa= %, M(Au, Bu) = Au and N = 0 for all u € H, then Theorem 3.1 reduces to the
following result.

Corollary 3.2 Let H, K, f be same as in Theorem 3.1. h, A : H — H be Lipschitz
continuous with Lipschitz constants « and 3, respectively. Assume that

(i) A is A-strongly monotone and A is p-h-strongly monotone on H;
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(ii) there exists & > 0 such that

||PIJ;(”U)w — PIJ;’(”v)wH <Ekllu—v|,Vu,v e Hwe{y:y=hr—pAx,z € H};

(iii) /B2 — 2pu + p2a2 + pV1 -2\ + a2 < p — k.
Then IMQVT (2.3) has a unique solution in H.
Remark 3.3 Theorem 3.1 extends Theorem 4.1 of [9].

4 Error Bounds for GIMQVI

It is well known that error bounds are closely related to the rate of convergence of
algorithms, which play important roles in the study of variational inequality and optimization
problems. They allow us to estimate the distance from a feasible element to the solution
set even without having computed a single solution of the related variational inequality and
optimization problems. In this section, we give two main error bound results for GIMQVI
(2.1) by different methods.

By (3.1), let

e(u, p) = hu — PIJ;’(pu) [hu — p(M (Au, Bu) — N(Cu, Du))]

denote the residual function. Observe that GIMQVI (2.1) has a solution @ if and only if
is a zero point of e(u, p). Now we give the error bounds according to the residual function
e(u, p).

Theorem 4.1 Let H, K, M,N, A, B,C, D, h be same as in Theorem 3.1 and satisfy
conditions (i)—(iv) in Theorem 3.1. If the following conditions hold

(a) N is v-h-relaxed Lipschitz with respect to A and B;

; ptv ak
(b) there exists 0 < k < £== such that for any p > %G,

IPEL w = PEL wll < kllu—vl, Vu,v € H,

we{y:y=hx— pM(Azx,Bx) — N(Cx, Dx)], x € H}.

If u* is the solution of GIMQVT (2.1), then for any v € H and p > #’M, we have

a+p(B+7)
(n+v)p—[a+p(B+7)]

=] < lle(w ol

Proof Let z = Plf(’(pu*)[hu — p(M(Au, Bu) — N(Cu, Du))]. Since u* is the solution of

GIMQVI (2.1), then, for all p > 0, we have
(p(M(Au*, Bu*) — N(Cu*,Du")),x — hu™) + pf(z) — pf(hu*) > 0. (4.1)
From the definition of z and hu* € K(u*), we have

(x — [hu — p(M(Au, Bu) — N(Cu, Du))], hu* — z) + pf(hu*) — pf(x) > 0. (4.2)
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It follows from (4.1) and (4.2) that
0 <p{[(M(Au*, Bu*) — N(Cu*, Du*)) — (M(Au, Bu) — N(Cu, Du))]
+ hu — z,x — hu™)
=p([(M(Au*, Bu*) — N(Cu*, Du")) — (M (Au, Bu) — N(Cu, Du))], x — hu) (4.3)
+ p{[(M(Au*, Bu*) — N(Cu*, Du*)) — (M (Au, Bu) — N(Cu, Du))], hu — hu*)
+ (hu — z,x — hu) + (hu — x, hu — hu™).
By condition (iv) in Theorem 3.1 and condition (a), we get
((M(Au*, Bu*) — N(Cu*, Du")) — (M (Au, Bu) — N(Cu, Du))], hu — hu™)
— (M (Au*, Bu*) — M (Au, Bu), hu™ — hu)

(4.4)
+ (N(Cu*, Du*) — N(Cu, Du))], hu* — hu)
<= (p+o)llu’ —ul
By conditions (i) and (ii) in Theorem 3.1, (4.3) and (4.4) , for any p > ﬁw, we obtain
that
p(i—v)llu” —ul®
<p((M(Au*, Bu*) — N(Cu", Du")) — (M (Au, Bu) — N(Cu, Du)),x — hu)
+ (hu — x, hu — hu*)
<p(|M (A", Bu®) = M (Au, Bu)|| + || N(Cu", Du") = N(Cu, Du)|))||z = hul
+ [|hu — z||||hu — hu*||
* (45)
<[lp(B+7) + |’ = ullflz = hu|
=la+ p(B+ Nl = ull (1P, [hu — p(M(Au, Bu) = N(Cu, Du))]
— PLL [hu — p(M (Au, Bu) — N(Cu, Du))]|
+ ([Pl [hu — p(M (Au, Bu) — N(Cu, Du))] — hul))

<la+p(B +Nu” = ul|(kllu” = ul + [le(u, p))-

Since (8 +v)k < p+ v and p > (4.5) implies that

TR

a+p(B+7)

(,u + U)p — [O{ + p(ﬁ + ’Y)]k ||€(U7P)H,

[l —w*|| <

which is completes the proof.
If M(Au,Bu) = Au, N =0 for all w € H, from Theorem 4.1, we obtain the following
result.
Corollary 4.2 Let H, K, f,h be same as in Theorem 4.1. Assume that
(al) A is -Lipschitz continuous and A is p-h-strongly monotone;
(b1) there exists 0 < k < 4 such that for any p >

ak
p—pBk’

||P};fu)w PI’;(’)U)UJH < kllu—v|, Vu,v € Hyw €{y:y=hx — pAzx, x € H}.
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If w* is the solution of IMQVT (2.3), then for any v € H and p > Mfi’gk, we have
(a+pp)
lle(u, p)|I-

- < —T
” | pp— (a+ pB)k

If H=R",M(Au,Bu) = Au,N = 0 and f(u) = 0 for all w € R™, then Theorem 4.1
reduces to the following.

Corollary 4.3 Let h, A: R* — R"™ be Lipschitz continuous with Lipschitz constants
a and f3, respectively. Let K : R* — 28" be set-valued mapping such that for each u €
R™, K(u) C R™ is a nonempty closed convex set. Assume that

(a2) A is p-h-strongly monotone;

(b2) there exists 0 < k < 4 such that for any p > ot

n—pBk"’

||P;2’(pu)w — P};’("U)wH <kl|lu—n|, Vu,v € R",we{y:y=hx— pAz, z € R"}.

If w* is the solution of (2.6), then for any v € R™ and p > Hfgk, we have
) (a+pP)
u—u || < —————|le(u, p)|,
fu—l < et )

where e(u, p) = hu— P () [hu—pAu], P yw is the general projection of w onto the nonempty
closed convex subset K(-) of R™.

Remark 4.4 Theorem 4.1 extends Theorems 5.1 and 5.2 in [9].

For any u € H, by Theorme 3.3 of [9], we know that P};’(pu) is a firmly expansive on H.
Applying this property of P};’(pu), we prove another error bound result for GIMQVT (2.1).

Theorem 4.5 Let H, K, M, N, A, B,C, D, h be same as in Theorem 3.1 and satisfy con-
ditions (i)—(iv) in Theorem 3.1 and condition (a) in Theorem 4.1. If the following condition
holds

(b3) there exists 0 < k < g—i: such that for any p > %,
||PI];’(pu)w - Plf(’(pv)wH < kllu — ||, Vu,v € H,
we€{y:y=hx—pM(Ax, Bx) — N(Cz,Dx)], x € H}.

If u* is the solution of GIMQVI (2.1), then for any v € H and p > %, we have

406 +7)p
p4v—k(B+7)] —ala+ 8k

u—u*l] < e(u, p)||.
Proof Let

x = hu— py, y = M(Au, Bu) — N(Cu, Du),
x* = hu* — py*, y* = M(Au*, Bu*) — N(Cu*, Du*).
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From the definition of e(u, p), we have

=(e(u, p) —e(u”, p),y —y")
:<P};(pu*)a: — Pf” VY =Y *) + (hu — hu*,y — y*)
=;<PIJ;€ P};(pu):c hu — hu*) + (Pif((pu*) * PIf((u)x x* —x)
+ (hu — hu*,y — y*) (4.6)
:i(PI];’(pu)x* — P};’(pu):r, hu — hu*) — ;(PI’;(”U) * P};’(”u*)x*, hu — hu*)

1 1 .

;(Plf(("u - Plf((pu xr,x¥ —x) — ;(Plf(("u A Plf((u*):v , " — )

(hu — hu*,y — y*).

By conditions (i), (ii), (iv) in Theorem 3.1 and condition (a) in Theorem 4.1, it follows from
(4.6) and Theorem 3.1 of [9] that

(e(u, p),y —y")
1
;(PI’;(”U x* — pr @, hu — hu™) + f||pr - Pljz(pu z|?
+ (4 v)lu = - *||P};(pu " = Pl |l — b
1 * * *
= I = Pty llle” — |
1 4.7
=P = Pl + (0 —h)lf = b= b+ oot o= 0
P
- ;HP};’@) = Ptz P(lhu — hut| + (|2 — )
* (|12 Ck * 2 1 * *
Z(p+v)flu—ur] = %HU —ul|” = ;k(2||hu —hu*|| + plly — ")
* (|12 a2 * 2 ]‘ * |12
Z(p+v)flu— v - @HU —ul® - ;k(Qa +p(B+ 7))l — |
a(a+8k)
for any p > m
On the other hand, by condition (ii) in Theorem 3.1 again, we have
(e(u,p),y —y") < lle(u, p)lllly — y* < 108 +)lle(w, p)l[lu — 7. (4.8)

Since (8 +v)k < p+wv and p > %, it follows from (4.7) and (4.8) that

4(B+7)p
lu—u|| < it o—kB 1) 7a(a+8k)\le(u,p)l\-

This completes the proof.
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If M(Au, Bu) = Au, N = 0 for all w € H, from Theorem 4.5, we have the following
corollary.

Corollary 4.6 Let H, K, f,h be the same as in Corollary 4.2 and satisfy condition
(al) in Corollary 4.2. Assume that

(b4) there exists 0 < k < 4 such that for any p > ot

n—pBk’

||PIJ;’(”u)w — P};’(pv)wH <Ellu—v|,Vu,ve R",we{y:y=he—pAz, x € R"}.

If u* is the solution of IMQVT (2.3), then for any v € H and p > Hf’gk, we have

[ = w™]} <

(a+ pfB)
———————|le(u, p)|-
pp — k(o + pB) et o)
If H=R", M(Au,Bu) = Au, N =0 and f(u) =0 for all u € R™, h is an identity mapping
on R", then Theorem 4.5 reduces to the following result.
Corollary 4.7 Let H, K, A be the same as in Corollary 4.3. Assume that
(a3) h is p-strongly monotone on R™;

(b5) there exists 0 < k < p such that for any p > a(8k+a)

4(p—k) ?

IPLL w — PLe wl < kllu—wvl, Vu,v € R, w € {y :y = ha — px, x € R"}.

If u* is the solution of (IQVI)(2.6), then for any v € R" and any p > Oﬁf&ti’;), we have

4
=l < .
dp(p — k) — a(a + 8k

] lle(u, p)|I;

where e(u, p) = hu— Pg(4)(hu—pu), Pk yw is the general projection of w onto the nonempty
closed convex subset K(-) of R™.
Remark 4.8 Theorem 4.2 extends Theorems 5.3 and 5.4 in [9].
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