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Abstract: In this paper, the Bisymmetric maximal and minimal rank solutions to the matrix
equation AX = B and their optimal approximation are considered. By applying the matrix rank
method, the necessary and sufficient conditions for the existence of the maximal and minimal rank
solutions with Bisymmetric to the equation. The expressions of such solutions to this equation are
also given when the solvability conditions are satisfied. In addition, in corresponding the minimal
rank solution set to the equation, the explicit expression of the nearest matrix to a given matrix in
the Frobenius norm has been provided.
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1 Introduction

Throughout this paper, let R™*™ be the set of all n x m real matrices, SR"*™ be the
set of all n x m real symmetric matrices, OR"*™ be the set of all n x n orthogonal matrices.
Denote by I,, the identity matrix with order n. For matrix A, AT, AT, ||A|| and r(A)
represent its transpose, Moore-Penrose inverse, Frobenius norm and rank, respectively. For a
matrix A, the two matrices L4 and R4 stand for the two orthogonal projectors Ly = I—AT A,
Ry =1— AAT induced by A.

Definition 1 A real symmetric matrix A = (a;;) € R™*" is said to be a Bisymmetric
matrix if a;; = any1-jnt1-4,%,J = 1,2,--- ,n. The set of all n x n Bisymmetric matrices is
denoted by BSR™*™.

In this paper, we consider the Bisymmetric extremal rank solutions of the matrix equa-

tion

AX = B, (1.1)
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where X and B are given matrices in R"*™. In 1972, Mitra [1] considered solutions with fixed
ranks for the matrix equations AX = B and AXB = C. In 1984, Mitra [2] gave common
solutions of minimal rank of the pair of complex matrix equations AX = C,XB = D. In
1987, Uhlig [3] presented the extremal ranks of solutions to the matrix equation AX = B. In
1990, Mitra studied the minimal ranks of common solutions to the pair of matrix equations
A1 X 1By = Cy and Ay XoBy = Cy over a general field in [4]. In 2003, Tian (see [5, 6])
investigated the extremal rank solutions to the complex matrix equation AXB = C and
gave some applications. Xiao et al. [7, 8] considered the symmetric and anti-symmetric
minimal rank solution to equation AX = B. The Bisymmetric maximal and minimal rank
solutions of the matrix equation (1.1), however, has not been considered yet. In this paper,
we will discuss this problem.

We also consider the matrix nearness problem

min |4 — A, (1.2)

AeSy,

where A is a given matrix in R"*™ and S,, is the minimal rank solution set of eq. (1.1).

2 Some Lemmas

Denote by e; be the ith column of I,, and set S,, = (en,€n-1, - ,€1). It is easy to see
that
st =g, Srs,=1I.

n

Let k = [%], where [5] is the maximum integer which is not greater than . Define D,, as

1|, I p | B0
Dy=— | % "% 1m=2k), Dh=—21] 0 v2 0 n=2k+1), (21
ﬂ[Sk —Sk]( ) 7 V2 ( ), (2.1)
Sy 0 -8,

then it is easy verified that the above matrices D,, are orthogonal matrices.

Lemmal [9] Let A € R™*"™ and D,, with the forms of (2.1), then A is the Bisymmetric
matrix if and only if there exist A, € SR *("=k) and A3 € SR*** whether n is odd or
even, such that
Ay O

A=D,
0 As

DT, (2.2)

Here, we always assume k = [Z].

Given matrix X, B; € R™*™, the singular value decomposition of X; be

X1 0

X, =U
1 ' 9 o

VlT — U1121V1€, (23)

where Uy = [U11,Ui] € OR™™, Uy € R, Vi = [Vig, Vi) € OR™™, Vi3 € R™*™,
r = T(Xl)a E1 = diag(017 e 70r1); op =2 Opy > 0.
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Let Ay, = UL B V127!, Al = ULBI VST, G = AL 4, , the singular value decom-
position of G be

'y 0O

G, =P
1 o o

Q{ = Pllrlelv (24>

where P, = [Py, Pjy] € OR—)X(v=m) - p ¢ R=rixsi Q) = [Qq1, Q2] € OR™X™,
Q11 € R*51 g1 =r(Gh), Ty =diag(y1, -+« 7, )s 71 > -+ > s, > 0.

Lemma 2 [7] Given matrices X, B; € R"*™. Let the singular value decompositions
of X; and G be (2.3), (2.4), respectively. Then the matrix equation A;X; = B; has a

symmetric solution A; if and only if
XI'B, =BI'X,, BIX{ X, =B. (2.5)

In this case, let ; be the set of all symmetric solutions of equation A;X; = By, then the
extreme ranks of A, are as follows:

(1) The maximal rank of A; is

Jmax r(A;) =n+r(By) —r(Xy). (2.6)

The general expression of A; satisfying (2.6) is
Ay = Ag + Ui N U, (2.7)

where A() = Ble_ + (Ble_)J'_RXl + RXIBlX;r(Xle_Ble_)Jr(BlXT)TRXl and Nl S
SR(=m)x(m=r1) ig chosen such that 7(Rg, N1 Ra,) = n+ (XTI By) — r(By) — r(X1).
(2) The minimal rank of A, is

Arlneig1 r(Ay) =2r(By) — r(X] By). (2.8)

The general expression of A; satisfying (2.8) is
Ay = Ao + U P Pl M, Py PLUY,, (2.9)

where AO = BlX;_ + (B1X1+)+RX1 + RXlBle_(Xle—BleJ'_)+(Ble_)TRX1 and M1 c
SR(=r1)x(n=71) i5 arbitrary.

3 Bisymmetric Extremal Rank Solutions to AX = B

Assume D,, with the form of (2.1). Let

; (3.1)
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where X, € Rn=kxm_x. ¢ Rkxm B, ¢ Rn=k)xm B c RF*m and the singular value
decomposition of matrices X5, X3 are, respectively,

Yo 0

X, =U.
2 2 9 o

V) = UnXaVy), (3.2)

where Uy = [Us1,Uss] € OR(nik)X(nfk); Ua € R(nik)xwa Vo = [Var, Vo] € OR™ ™, Vo, €

R™*"2 ry = 1r(Xy), ¥g = diag(aq, -+ ,0py), 0 > -+ >, > 0.
Ys 0
X3 =Us 03 0 Vi = Uy 23 Vik (3.3)

where Us = [Us1,Usz) € ORM*F U3y € RM*"2 Vi = [V, Vaa] € OR™ ™, V3 € R™X72,
T3 = T(X3), Y3 = diag(ﬁla ce 7ﬂr3)7 B> > 57«3 > 0.

Let Ay = UL BoVa1 55", Aoy = UL BV 35, Gy = AgaLa,,, Az = UgﬁBSVélE?Tl’
Az = U??;BnglEgl, Gs3 = AsaLa,,, the singular value decomposition of matrices Ga, Gs

are, respectively,

I's 0

Gy =P
2 21 9 o

] Qg = P21F2Q2T1> (3-4)

where Py = [Py, Ppp] € ORF=r2)x(n=hmra) Py e RIn=k=raxs2 - Qy = [Qa1, Q2] €
ORT2XT27 Q21 € RT2><82’ S2 = T(G2)7 FQ = dia‘g(Ch e 7<52)7 Cl Z e 2 CSZ > 0.

I's 0

Gs =P
3 51 0 o

QY = Py 3QY, (3.5)

where Py = [Psy, Pgy] € ORF—r)x(k=rs) Py e RE=ra)xss Qg = [Qs1,Q32] € OR™X'3,
Q31 € R™%%8 53 =1(G3), I's = diag(&r, -+ ,&ss)s &1 > - > &y > 0.

Now we can establish the existence theorems as follows.

Theorem 1 Let X, B € R™*™ be known. Suppose D,, with the form of (2.1), DI X,
DY B have the partition forms of (3.1), and the singular value decompositions of the matrices
Xs, X3 and G5, G5 are given by (3.2), (3.3) and (3.4), (3.5), respectively. Then the equation
(1.1) has a Bisymmetric solution A if and only if

XIBy = B3 Xy, ByXJSXy=DB,, XiBs=BiXs BsXiXs;=Bs. (3.6)

In this case, let Q be the set of all Bisymmetric solutions of equation (1.1), then the extreme
ranks of A are as follows:
(1) The maximal rank of A is

I}Eagl(r(A) =n+1r(By) +1r(Bs) —r(X2) — r(X3). (3.7)
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The general expression of A satisfying (3.7) is

A NoUZL
2+U22 2U22 0 DT (38)

A = Dn T n
0 Ad + U32N3U32

N, € SR(n—k=r2)x(n=k=r2) ' N. ¢ GR(F=73)x(k=73) are chosen such that
r(Ra,NoRa,) =n — k +r(XJ By) — 7(Bg) — r(Xa),
'I“(RG3N3RG3) = k -+ T(Xng) — T(Bg) — T(Xg).

(2) The minimal rank of A is

gleigr(A) = 2r(By) + 2r(Bs) — r(X{ By) — (X1 Bs). (3.9)

The general expression of A satisfying (3.9) is

A2 + U22P21P271M2P21P271U27; 0 T

A=D, T i | Pno
0 As + Usy Py Py M3 Ps, Py Us,

(3.10)

where A; = B;X;” + (B;X;))"Rx, + Rx,B; X;"(X; X;' B;.X;)) T (B:X;"))TRx,,i = 2,3 and
M, € SR(n—Fk=r2)x(n—k=r2) " Nf, ¢ GR(E—Ts)x(k=73) are arbitrary.

Proof Suppose the matrix equation (1.1) has a solution A which is Bisymmetric, then
it follows from Lemma 1 that there exist Ay € SRM™F)*(=F) = A, € SRF**F satisfying

A
A=p, | O DT and AX = B. (3.11)
0 As
By (3.1), that is
Az 0 Xe ]| B , (3.12)
0 Ag X3 B3
ie.,
A2X2 - Bg, A3X3 = B3. (313)

Therefore by Lemma 2, (3.6) hold, and in this case, let Q be the set of all bisymmetric
solutions of equation (1.1), we have
(1) By (3.11),

maxr(A) = maxr(Az) 4 maxr(As). (3.14)
AT =4, Al =43
By Lemma 2,
Ag}rgzéi:}(Bz(AQ) =n—k+1r(B2) —r(Xs), Agg(lngZ(A?’) =k+r(B;3) —r(Xs). (3.15)

AT=A, AT=Ay4
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Taking (3.15) into (3.14) yields (3.7). According to the general expression of the solution in
Lemma 2, it is easy to verify the rest of part in (1).

(2) The proof is very similar to that of (1) By (3.1) and Lemma 1, so we omit it.

4 The Expression of the Optimal Approximation Solution to the Set of
the Minimal Rank Solution

From (3.10), when the solution set S,, = {A | AX = B,A € BSR"",r(A) = 1;16187"(}/)}
is nonempty, it is easy to verify that S,, is a closed convex set, therefore there exists a unique
solution A to the matrix nearness problem (1.2).

Theorem 2 Given matrix A, and the other given notations and conditions are the

same as in Theorem 1. Let

%11 «’412

DYAD, = -
A21 A22

, A’Zill c R(n—k)X(n—k)7 A22 c kak7 (41)

and we denote

. B, B . _
UQT(AH . A2)U2 _ Bll B12 7 B11 e Rr2><7‘2’ BQ2 c R(nfkfm)x(nfkfrz)’(él.z)
21 22
- C.i C . .
U3T(A22 — A3)U3 = éll 6’12 s Ci; € RTSXT?’, Cyy € R(kim)x(kir?’). (43)
21 22

If S,, is nonempty, then problem (1.2) has a unique A which can be represented as

AQ + U22P21P211B22P21P271U22 O

A=D, ~
0 As + Uy Py P, Cog Py, P UY,

Dy, (44)

where By, Coy are the same as in (4.2), (4.3).
Proof When S, is nonempty, it is easy to verify from (3.10) that S,, is a closed convex
set. Problem (1.2) has a unique solution A by [10]. By Theorem 1, for any A € S,,,, A can

be expressed as

Ay + U22P21P271M2P21P271U22 0

DT
0 As + U3y P31 Py M3 Ps, P U,

A - Dn n?o (45)

where A; = B; X' + (B;X;"))*Rx, + Rx, B, X" (X; X' B X)) " (B:X;"))T"Rx,, i = 2,3, and
M, € SRn—Fk=r2)x(n=k=r2) " 1o ¢ GR(=T3)x(k=73) are arbitrary.

Using the invariance of the Frobenius norm under orthogonal transformations, and
Py Pl + Py PL =1, P31P37i + P32P3E = I, where Py P, Psy Pl, P31P3T1, P32P3T2 are orthog-
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onal projection matrices, and Py P} Pay Py = 0, P3y P, P3o Pl = 0, we have

A2+U22P21P2T1M2P21P2T1U2T2 0

|A—A|? = T T T
0 Az 4 Usa P31 P3y M3 P31 Py Us,

DYAD,, —

— || A11 — As — Uss Poy PEM, Poy PEUL|” + || Avs |
+ || A2z — A5 — U32P31P3?1M3P31P3T1U32H2 + szlm“z

2

- 0 0 ~ 2

= (UL (A1 — AU, — +1|A
5 (A1 2)Us 0 P21P27;M2P21P27{ H 12“
2

- 0 0 ~ 2

+ |UT(Agy — A3)U3 — + |4
3( 22 3) 3 0 P31P£M3P31P3T1 H 21”

= [[ Al + [| Az |I* + | Bua | + [ Baall” + || Bar||* + | Cua||* + (| oz + (|G ||
+ || Bas — Pt P My Py P3| + || G — Py P My Py P ||
= [ Asz|]* + [[Aeal|” + || B | + [|Baz|” + [| Ba]|” + [|Ca||* + [|Coz |” + || Con ]|
+ || BosPoa Ph||” + || BoaPor PA — Py P My Py P |
+||Cos Py PR || + || Coa Py Py — Py PR M Py, P
= [[ Al + [| Azt |I* + | Bua|” + [Buall” + [ Bar || + | |* + (| e + (|G ||
+ || BooPas PG| + || Poo P Boo Py P || + || Por P Boo Py P& — Poy PL M Py, P
+||Cos Pos PL||” + || Pos P Cos Py P ||” + || Py Py oo Py Py — Py PR M Py, PR|”

Therefore, gnign |A — A| is equivalent to
ESm

Mgesﬁifiwm || Po1 P3y B Pa1 Py — Pyy Py My Py P || (4.6)
\min | P31 P, Caa P31 P, — Py Piy M3 Py P || (4.7)
Obviously, the solutions of (4.6), (4.7) can be written as
My = By + Py PLM, Py PL, ¥ M, € SR—F—r2)x(n=k=rz) (4.8)
Ms = Cyy + Pso PLMsPsy PL, ¥ My € SRFm)x(k=rs), (4.9)

Substituting (4.8), (4.9) into (4.5), then we get that the unique solution to problem (1.2)

can be expressed in (4.4). The proof is completed.
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