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#### Abstract

In this article，we study the integral representations over hyper－complex plane $\Pi$ for bi－regular functions and harmonic functions with values in a Clifford algebra．By constructing the kernel functions，we give the integral representation formulas over hyper－complex plane $\Pi$ for bi－regular functions and harmonic functions with values in a Clifford algebra．These results are extensions of integral representations over hyper－complex plane $\Pi$ for regular functions．
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## 1 Introduction

Integral representation formulas are very powerful tools for solving boundary value problems in Clifford analysis．In［1－15，18－28］etc．，a great deal of work about integral representation formulas and boundary value problems in Clifford analysis was well presented． In［16－17］，classical theories of boundary value problems and singular integral equations were systematically built．

However，most of the work about integral representation formulas was built over bounded domains．Naturally，developing integral representation formulas over unbounded domains is important and interesting，it will serve to study the Riemann－Hilbert boundary value problems for $k$－regular functions over unbounded domains in Clifford analysis．Similar to Cauchy type integrals over the real axis in classical complex analysis，Cauchy type integrals over the plane in Clifford analysis framework are also valuable．In［8］，Cauchy transform and Hilbert transform over $\mathcal{R}^{m}$ were introduced；In［12－13］etc．，by constructing the new Cauchy kernel function，some integral representation formulas over unbounded domains and its applications were shown．In［27］，Cauchy type integral and singular integral over hyper－ complex plane $\Pi$ in the hyper－complex space $R Q_{3}$ were studied by using a special Möbius transform，integral representation formulas over hyper－complex plane $\Pi$ for regular functions were built．

[^0]In this paper, combining the idea in [9] with the technique in [12-13], we construct the kernel functions, and then give the integral representations over hyper-complex plane $\Pi$ for bi-regular functions and harmonic functions with values in a Clifford algebra.

Let $V_{n, 0}$ be an $n$-dimensional $(n \geq 1)$ real linear space with basis $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}, C\left(V_{n, 0}\right)$ be the $2^{n}$-dimensional real linear space with basis

$$
\left\{e_{A}, A=\left\{h_{1}, \cdots, h_{r}\right\} \in \mathcal{P} N, 1 \leq h_{1}<\cdots<h_{r} \leq n\right\}
$$

where $N$ stands for the set $\{1, \cdots, n\}$ and $\mathcal{P} N$ denotes the family of all order-preserving subsets of $N$ in the above way. We denote $e_{\emptyset}$ as $e_{0}$ and $e_{A}$ as $e_{h_{1} \cdots h_{r}}$ for $A=\left\{h_{1}, \cdots, h_{r}\right\} \in$ $\mathcal{P} N$. The product on $C\left(V_{n, 0}\right)$ is defined by

$$
\begin{cases}e_{A} e_{B}=(-1)^{\#(A \cap B)}(-1)^{P(A, B)} e_{A \triangle B}, & \text { if } A, B \in \mathcal{P} N,  \tag{1.1}\\ \lambda \mu=\sum_{A \in \mathcal{P} N} \sum_{B \in \mathcal{P} N} \lambda_{A} \mu_{B} e_{A} e_{B}, & \text { if } \lambda=\sum_{A \in \mathcal{P} N} \lambda_{A} e_{A}, \mu=\sum_{B \in \mathcal{P} N} \mu_{B} e_{B},\end{cases}
$$

where $\#(A)$ is the cardinal number of the set $A$, the number $P(A, B)=\sum_{j \in B} P(A, j)$, $P(A, j)=\#\{i, i \in A, i>j\}$, the symmetric difference set $A \triangle B$ is also order-preserving in the above way, and $\lambda_{A} \in \mathcal{R}$ is the coefficient of the $e_{A}$-component of the Clifford number $\lambda$. We also denote $\lambda_{0}$ as $\operatorname{Re}(\lambda)$. Thus $C\left(V_{n, 0}\right)$ is called the Clifford algebra over $V_{n, 0}$.

An involution is defined by

$$
\begin{cases}\overline{e_{A}}=(-1)^{\sigma(A)} e_{A}, & \text { if } A \in \mathcal{P} N,  \tag{1.2}\\ \bar{\lambda}=\sum_{A \in \mathcal{P}_{N}} \lambda_{A} \overline{e_{A}}, & \text { if } \lambda=\sum_{A \in \mathcal{P}_{N}} \lambda_{A} e_{A},\end{cases}
$$

where $\sigma(A)=\#(A)(\#(A)+1) / 2$. The $C\left(V_{n .0}\right)$-valued $n$-differential form

$$
\mathrm{d} \sigma=\sum_{k=0}^{n}(-1)^{k} e_{k} \mathrm{~d} \widehat{x}_{k}^{N+1}, \overline{\mathrm{~d} \sigma}=\sum_{k=0}^{n}(-1)^{k} \overline{e_{k}} \mathrm{~d} \widehat{x}_{k}^{N+1}
$$

are exact, where

$$
\mathrm{d} \widehat{x}_{k}^{N+1}=\mathrm{d} x_{0} \wedge \cdots \wedge \mathrm{~d} x_{k-1} \wedge \mathrm{~d} x_{k+1} \wedge \cdots \wedge \mathrm{~d} x_{n}
$$

In this paper, we confine $n=2$. The real linear space with basis $\left\{e_{0}, e_{1}, e_{2}\right\}$ is a subspace of $C\left(V_{2,0}\right)$, which is called the reduced quaternions and denoted by $R Q_{3}$. The operator $D$ which is written as

$$
D=\sum_{k=0}^{2} e_{k} \frac{\partial}{\partial x_{k}}: C^{(r)}\left(\Omega, C\left(V_{2,0}\right)\right) \rightarrow C^{(r-1)}\left(\Omega, C\left(V_{2,0}\right)\right)
$$

## 2 Some Definitions and Lemmas

Let $R Q_{3}=\left\{\mathbf{x}=x_{0}+x_{1} e_{1}+x_{2} e_{2}: x_{0}, x_{1}, x_{2} \in \mathcal{R}\right\}$, then $R Q_{3}$ is identical with the usual Euclidean space $\mathcal{R}^{3}$. Denote $\Pi=\left\{\mathbf{x} \in R Q_{3} \mid x_{0}=0\right\}, R Q_{3}^{+}=\left\{\mathbf{x} \in R Q_{3} \mid \operatorname{Re}(\mathbf{x})>0\right\}$,
$R Q_{3}^{-}=\left\{\mathbf{x} \in R Q_{3} \mid \operatorname{Re}(\mathbf{x})<0\right\}, \partial B(\mathbf{x}, r)=\left\{\mathbf{y} \in R Q_{3}| | \mathbf{y}-\mathbf{x} \mid=r\right\}$, then $\Pi$ and $\partial B(0,1)$ are the plane and unit sphere in hyper-complex space $R Q_{3}$, respectively. Denote $D(0, R)=$ $\{\mathbf{x} \in \Pi||\mathbf{x}|<R\}$.

Definition 2.1 Denote $f \in \widehat{H}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right)$ if $f$ is $\widehat{H}$ in $\Pi$. $f$ is called $\widehat{H}$ in $\Pi$ if $f$ satisfies the following conditions: (i) $\left|f(\mathbf{x})-f\left(\mathbf{x}^{*}\right)\right| \leq M_{1}\left|\mathbf{x}-\mathbf{x}^{*}\right|^{\mu} \forall \mathbf{x}, \mathbf{x}^{*} \in \overline{D\left(0, R_{1}\right)}$, where $R_{1}$ is any given sufficiently great constant, $M_{1}$ is independent of $\mathbf{x}, \mathbf{x}^{*}, M_{1}$ depends on $R_{1}$, $0<\mu \leq 1$. (ii) $\left|f(\mathbf{x})-f\left(\mathbf{x}^{*}\right)\right| \leq M_{2}\left|\frac{1}{\mathbf{x}}-\frac{1}{\mathbf{x}^{*}}\right|^{\mu} \forall \mathbf{x}, \mathbf{x}^{*} \in \Pi \backslash D\left(0, R_{2}\right)$, where $R_{2}$ is any given sufficiently great constant, $M_{2}$ is independent of $\mathbf{x}, \mathbf{x}^{*}, M_{2}$ depends on $R_{2}, 0<\mu \leq 1$.

Remark $2.1 \forall \mathbf{x}, \mathbf{x}^{*} \in \overline{D\left(0, R_{2}\right)} \backslash D\left(0, R_{1}\right),\left|f(\mathbf{x})-f\left(\mathbf{x}^{*}\right)\right| \leq M_{1}\left|\mathbf{x}-\mathbf{x}^{*}\right|^{\mu}$ is equivalent to $\left|f(\mathbf{x})-f\left(\mathbf{x}^{*}\right)\right| \leq M_{2}\left|\frac{1}{\mathbf{x}}-\frac{1}{\mathbf{x}^{*}}\right|^{\mu}$, where $M_{1}$ and $M_{2}$ are given constants.

Remark 2.2 By Definition 2.1, if $f \in \widehat{H}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right)$, then $\lim _{|\mathbf{X}| \rightarrow \infty} f(\mathbf{x})$ exists, denote $\lim _{|\mathbf{X}| \rightarrow \infty} f(\mathbf{x})=f(\infty)$ and

$$
\begin{equation*}
|f(\mathbf{x})-f(\infty)| \leq \frac{M_{2}}{|\mathbf{x}|^{\mu}}, \forall \mathbf{x} \in \Pi \backslash D\left(0, R_{2}\right) \tag{2.1}
\end{equation*}
$$

Definition 2.2 Denote $f \in \widehat{H}_{0}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right)$ if $f$ is $\widehat{H}_{0}$ in $\Pi$. $f$ is called $\widehat{H}_{0}$ in $\Pi$ if $f$ satisfies the following conditions: (i) $f \in \widehat{H}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right)$; (ii) $f(\infty)=0$.

Definition 2.3 A function $f \in C^{(r)}\left(\Omega, C\left(V_{2,0}\right)\right)(r \geq 2)$ is called bi-regular in $\Omega$ if $D^{2}[f]=0$ in $\Omega$, which is also called 2-regular in $\Omega$; A function $f \in C^{(r)}\left(\Omega, C\left(V_{2,0}\right)\right)(r \geq 2)$ is called harmonic in $\Omega$ if $\triangle[f]=0$ in $\Omega$, where $\triangle$ is the Laplace operator.

Denote $H_{1}(\mathbf{y}-\mathbf{x})=\frac{1}{4 \pi} \frac{\overline{\mathbf{y}}-\overline{\mathbf{x}}}{|\mathbf{y}-\mathbf{x}|^{3}}, H_{1}^{*}(\mathbf{y}-\mathbf{x})=\frac{1}{4 \pi} \frac{\overline{\mathbf{y}}-\overline{S_{\Pi}(\mathbf{x})}}{\left|\mathbf{y}-S_{\Pi}(\mathbf{x})\right|^{3}}=\frac{1}{4 \pi} \frac{\overline{\mathbf{y}}+\mathbf{x}}{|\mathbf{y}+\overline{\mathbf{x}}|^{3}}$, where $S_{\Pi}(\mathbf{x})=-\overline{\mathbf{x}}, S_{\Pi}(\mathbf{x})$ is just the symmetric point of $\mathbf{x}$ with respect to $\Pi, \mathbf{y} \neq \mathbf{x}$. Denote $E_{1}(\mathbf{y}-\mathbf{x})=H_{1}(\mathbf{y}-\mathbf{x})-H_{1}^{*}(\mathbf{y}-\mathbf{x}), H_{2}(\mathbf{y}-\mathbf{x})=H_{1}(\mathbf{y}-\mathbf{x}) \cdot\left(y_{0}-x_{0}\right), H_{2}^{*}(\mathbf{y}-\mathbf{x})=$ $H_{1}^{*}(\mathbf{y}-\mathbf{x}) \cdot\left(y_{0}-x_{0}\right), E_{2}(\mathbf{y}-\mathbf{x})=E_{1}(\mathbf{y}-\mathbf{x}) \cdot\left(y_{0}-x_{0}\right)$.

Lemma 2.1 Let $H_{1}(\mathbf{y}-\mathbf{x}), H_{2}(\mathbf{y}-\mathbf{x}), H_{1}^{*}(\mathbf{y}-\mathbf{x})$ and $H_{2}^{*}(\mathbf{y}-\mathbf{x})$ be as above, then

$$
\left\{\begin{array}{l}
D^{2}\left[H_{2}(\mathbf{y}-\mathbf{x})\right]=D\left[H_{1}(\mathbf{y}-\mathbf{x})\right]=0 \\
D^{2}\left[H_{2}^{*}(\mathbf{y}-\mathbf{x})\right]=D\left[H_{1}^{*}(\mathbf{y}-\mathbf{x})\right]=0 \\
{\left[H_{2}(\mathbf{y}-\mathbf{x})\right] D^{2}=\left[H_{1}(\mathbf{y}-\mathbf{x})\right] D=0} \\
{\left[H_{2}^{*}(\mathbf{y}-\mathbf{x})\right] D^{2}=\left[H_{1}^{*}(\mathbf{y}-\mathbf{x})\right] D=0}
\end{array}\right.
$$

where $D=\sum_{k=0}^{2} e_{k} \frac{\partial}{\partial y_{k}}$.
Lemma 2.2 Let $E_{1}(\mathbf{y}-\mathbf{x})$ and $E_{2}(\mathbf{y}-\mathbf{x})$ be as above, then

$$
\left\{\begin{aligned}
D^{2}\left[E_{2}(\mathbf{y}-\mathbf{x})\right] & =D\left[E_{1}(\mathbf{y}-\mathbf{x})\right]=0 \\
{\left[E_{2}(\mathbf{y}-\mathbf{x})\right] D^{2} } & =\left[E_{1}(\mathbf{y}-\mathbf{x})\right] D=0
\end{aligned}\right.
$$

where $D=\sum_{k=0}^{2} e_{k} \frac{\partial}{\partial y_{k}}$.

Denote $K(\mathbf{y}-\mathbf{x})=-\frac{1}{4 \pi} \frac{1}{\rho(\mathbf{y}-\mathbf{x})}, G(\mathbf{y}-\mathbf{x})=-\frac{1}{4 \pi}\left(\frac{1}{\rho(\mathbf{y}-\mathbf{x})}-\frac{1}{\rho(\mathbf{y}+\overline{\mathbf{x}})}\right)$, where $\rho(\mathbf{y}-\mathbf{x})=\left(\sum_{k=0}^{2}\left(y_{k}-x_{k}\right)^{2}\right)^{\frac{1}{2}}$.

Lemma 2.3 Let $K(\mathbf{y}-\mathbf{x})$ be as above, then

$$
\left\{\begin{aligned}
\bar{D}[K(\mathbf{y}-\mathbf{x})] & =[K(\mathbf{y}-\mathbf{x})] \bar{D}=H_{1}(\mathbf{y}-\mathbf{x}) \\
D[K(\mathbf{y}-\mathbf{x})] & =[K(\mathbf{y}-\mathbf{x})] D=\overline{H_{1}}(\mathbf{y}-\mathbf{x})
\end{aligned}\right.
$$

where $D=\sum_{k=0}^{2} e_{k} \frac{\partial}{\partial y_{k}}$.
Lemma 2.4 Let $G(\mathbf{y}-\mathbf{x})$ be as above, then

$$
\left\{\begin{aligned}
\bar{D}[G(\mathbf{y}-\mathbf{x})] & =[G(\mathbf{y}-\mathbf{x})] \bar{D}=E_{1}(\mathbf{y}-\mathbf{x}) \\
D[G(\mathbf{y}-\mathbf{x})] & =[G(\mathbf{y}-\mathbf{x})] D=\overline{E_{1}}(\mathbf{y}-\mathbf{x})
\end{aligned}\right.
$$

where $D=\sum_{k=0}^{2} e_{k} \frac{\partial}{\partial y_{k}}$.
Lemma 2.5 Let $E_{1}(\mathbf{y}-\mathbf{x})$ be as above, then

$$
\begin{equation*}
\left|E_{1}(\mathbf{y}-\mathbf{x})\right| \leq \frac{\left|x_{0}\right|}{2 \pi}\left(\frac{2}{|\mathbf{y}-\mathbf{x}|^{3}}+\frac{1}{|\mathbf{y}-\mathbf{x}|^{2}|\mathbf{y}+\overline{\mathbf{x}}|}+\frac{1}{|\mathbf{y}-\mathbf{x}||\mathbf{y}+\overline{\mathbf{x}}|^{2}}\right) \tag{2.2}
\end{equation*}
$$

Lemma 2.6 Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \bigcap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $D^{2}[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}$, then for any $\mathbf{x} \notin \bar{\Omega}$,

$$
\begin{equation*}
\int_{\partial \Omega} H_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} H_{2}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} D[f](\mathbf{y})=0 \tag{2.3}
\end{equation*}
$$

Proof By Lemma 2.1 and Stokes' formula (see [5]), the result follows.
Lemma 2.7 (see [9]) Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \bigcap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $D^{2}[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}$, then for any $\mathbf{x} \in \Omega$,

$$
\begin{equation*}
f(\mathbf{x})=\int_{\partial \Omega} H_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} H_{2}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} D[f](\mathbf{y}) \tag{2.4}
\end{equation*}
$$

Lemma 2.8 Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \bigcap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $\triangle[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}$, then for any $\mathbf{x} \notin \bar{\Omega}$,

$$
\begin{equation*}
\int_{\partial \Omega} H_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} K(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y})=0 . \tag{2.5}
\end{equation*}
$$

Proof By Lemma 2.1, Lemma 2.3 and Stokes' formula, the result follows.
Lemma 2.9 Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \cap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $\triangle[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}$, then for any $\mathbf{x} \notin \bar{\Omega}$,

$$
\begin{equation*}
\int_{\partial \Omega} \overline{H_{1}}(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} f(\mathbf{y})-\int_{\partial \Omega} K(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} \bar{D}[f](\mathbf{y})=0 \tag{2.6}
\end{equation*}
$$

Proof By Lemma 2.1, Lemma 2.3 and Stokes' formula, the result follows.
Lemma 2.10 Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \bigcap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $\triangle[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}$, then for any $\mathbf{x} \in \Omega$,

$$
\begin{equation*}
f(\mathbf{x})=\int_{\partial \Omega} H_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} K(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y}) \tag{2.7}
\end{equation*}
$$

Proof By Lemma 2.8, it can be similarly proved as in Lemma 2.7.
Lemma 2.11 Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \cap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $\triangle[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}$, then for any $\mathbf{x} \in \Omega$,

$$
\begin{equation*}
f(\mathbf{x})=\int_{\partial \Omega} \overline{H_{1}}(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} f(\mathbf{y})-\int_{\partial \Omega} K(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} \bar{D}[f](\mathbf{y}) \tag{2.8}
\end{equation*}
$$

Proof By Lemma 2.9, it can be similarly proved as in Lemma 2.7.
Lemma 2.12 (see [27]) Let $f \in \widehat{H}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right)$, then for all $\mathbf{y}_{*}, \mathbf{y}_{* *} \in \Pi$,

$$
\begin{equation*}
\lim _{R \rightarrow+\infty}\left(\frac{1}{4 \pi} \iint_{D\left(\mathbf{y}_{*}, R\right)} \frac{\overline{\mathbf{y}}-\overline{\mathbf{x}}}{|\mathbf{y}-\mathbf{x}|^{3}} f(\mathbf{y}) \mathrm{d} S-\frac{1}{4 \pi} \iint_{D\left(\mathbf{y}_{* *}, R\right)} \frac{\overline{\mathbf{y}}-\overline{\mathbf{x}}}{|\mathbf{y}-\mathbf{x}|^{3}} f(\mathbf{y}) \mathrm{d} S\right)=0 \tag{2.9}
\end{equation*}
$$

where $\mathbf{x} \in R Q_{3}$.

## 3 Integral Representations over $\Pi$ for Bi-Regular Functions

In this section, we shall give the integral representations over $\Pi$ for bi-regular functions. For $f(\mathbf{x}) \in \widehat{H}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right)$, the Cauchy type integral $C f$ over $\Pi$ is defined by

$$
\begin{equation*}
C f(\mathbf{x})=-\frac{1}{4 \pi} \iint_{\Pi} \frac{\overline{\mathbf{y}}-\overline{\mathbf{x}}}{|\mathbf{y}-\mathbf{x}|^{3}} f(\mathbf{y}) \mathrm{d} S, \mathbf{x} \notin \Pi \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
-\frac{1}{4 \pi} \iint_{\Pi} \frac{\overline{\mathbf{y}}-\overline{\mathbf{x}}}{|\mathbf{y}-\mathbf{x}|^{3}} f(\mathbf{y}) \mathrm{d} S=\lim _{R \rightarrow+\infty}-\frac{1}{4 \pi} \iint_{D(0, R)} \frac{\overline{\mathbf{y}}-\overline{\mathbf{x}}}{|\mathbf{y}-\mathbf{x}|^{3}} f(\mathbf{y}) \mathrm{d} S \tag{3.2}
\end{equation*}
$$

Lemma 3.13 (see [27]) Let $f(\mathbf{y}) \in \widehat{H}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right), C f(\mathbf{x})$ be defined as in (3.1), then $C f(\mathbf{x})$ exists and

$$
C f(\mathbf{x})=\left\{\begin{array}{l}
\frac{f(\infty)}{2}-\frac{1}{4 \pi} \iint_{\Pi} \frac{\overline{\mathbf{y}}-\overline{\mathbf{x}}}{|\mathbf{y}-\mathbf{x}|^{3}}(f(\mathbf{y})-f(\infty)) \mathrm{d} S, \mathbf{x} \in R Q_{3}^{+}  \tag{3.3}\\
-\frac{f(\infty)}{2}-\frac{1}{4 \pi} \iint_{\Pi} \frac{\overline{\mathbf{y}}-\overline{\mathbf{x}}}{|\mathbf{y}-\mathbf{x}|^{3}}(f(\mathbf{y})-f(\infty)) \mathrm{d} S, \mathbf{x} \in R Q_{3}^{-}
\end{array}\right.
$$

Theorem 3.1 Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \cap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $D^{2}[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}^{+}$, then for any $\mathbf{x} \in \Omega$,

$$
\begin{equation*}
f(\mathbf{x})=\int_{\partial \Omega} E_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} E_{2}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} D[f](\mathbf{y}) \tag{3.4}
\end{equation*}
$$

Proof By Lemma 2.2, Lemma 2.7 and Stokes' formula, the result follows.
Denote $\partial^{+} B(\mathbf{x}, R)=\{\mathbf{y} \mid \mathbf{y} \in \partial B(\mathbf{x}, R), \operatorname{Re}(\mathbf{y})>0\}$.
Lemma 3.14 For any $\mathrm{x} \in R Q_{3}^{+}$,

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial^{+B(\mathbf{X}, R)}} H_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y}=\lim _{R \rightarrow+\infty} \int_{\partial^{+} B(\mathbf{X}, R)} H_{1}^{*}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y}=\frac{1}{2} \tag{3.5}
\end{equation*}
$$

Proof It can be proved by Lemma 2.5.
Lemma 3.15 Let $f \in \widehat{H}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$, then for any $\mathbf{x} \in R Q_{3}^{+}$,

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial^{+} B(\mathbf{x}, R)} H_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})=\lim _{R \rightarrow+\infty} \int_{\partial^{+} B(\mathbf{X}, R)} H_{1}^{*}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})=\frac{1}{2} f(\infty) \tag{3.6}
\end{equation*}
$$

Proof It can be proved by Lemma 3.14.
Lemma 3.16 Let $D[f] \in \widehat{H}_{0}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$, then for any $\mathbf{x} \in R Q_{3}^{+}$,

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial+B(\mathbf{X}, R)} E_{2}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} D[f](\mathbf{y})=0 \tag{3.7}
\end{equation*}
$$

Proof It can be proved by Lemma 2.5.
Lemma 3.17 Let $f \in \widehat{H}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right)$, then for all $\mathbf{y}_{*}, \mathbf{y}_{* *} \in \Pi$,

$$
\begin{equation*}
\lim _{R \rightarrow+\infty}\left(\iint_{D\left(\mathbf{y}_{*}, R\right)} E_{2}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S-\iint_{D\left(\mathbf{y}_{* *}, R\right)} E_{2}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S\right)=0 \tag{3.8}
\end{equation*}
$$

where $\mathbf{x} \in R Q_{3}$.
Proof By Lemma 2.5, it can be similarly proved as in Lemma 2.12.
Theorem 3.2 Let $f \in C^{(1)}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right) \cap C^{(2)}\left(R Q_{3}^{+}, C\left(V_{2,0}\right)\right), f \in \widehat{H}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$, $D[f] \in \widehat{H}_{0}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$ and $D^{2}[f]=0$ in $R Q_{3}^{+}$, then for any $\mathbf{x} \in R Q_{3}^{+}$,

$$
\begin{equation*}
f(\mathbf{x})=-\iint_{\Pi} E_{1}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S+\iint_{\Pi} E_{2}(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S \tag{3.9}
\end{equation*}
$$

Proof For any $\mathbf{x} \in R Q_{3}^{+}$, denote $\Omega=B(\mathbf{x}, R) \bigcap R Q_{3}^{+}$, by Theorem 3.1, we have

$$
\begin{equation*}
f(\mathbf{x})=\int_{\partial \Omega} E_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} E_{2}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} D[f](\mathbf{y}) . \tag{3.10}
\end{equation*}
$$

By Lemma 2.12 and Lemma 3.15, it can be proved that

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial \Omega} E_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})=-\iint_{\Pi} E_{1}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S \tag{3.11}
\end{equation*}
$$

In view of

$$
\begin{align*}
& \int_{\partial \Omega} E_{2}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} D[f](\mathbf{y}) \\
= & \int_{\partial+B(\mathbf{X}, R)} E_{2}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} D[f](\mathbf{y})-\iint_{D\left(\operatorname{Im} \mathbf{x}, \sqrt{R^{2}-x_{0}^{2}}\right)} E_{2}(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S, \tag{3.12}
\end{align*}
$$

where $\operatorname{Im} \mathbf{x}=x_{1} e_{1}+x_{2} e_{2}$. By Lemma 3.17, in view of $D[f] \in \widehat{H}_{0}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$, we have

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \iint_{D\left(\operatorname{Im} \mathbf{x}, \sqrt{R^{2}-x_{0}^{2}}\right)} E_{2}(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S=\iint_{\Pi} E_{2}(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S \tag{3.13}
\end{equation*}
$$

By Lemma 3.16, Combining (3.12) with (3.13), we have

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial \Omega} E_{2}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} D[f](\mathbf{y})=-\iint_{\Pi} E_{2}(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S \tag{3.14}
\end{equation*}
$$

Combining (3.10), (3.11) with (3.14), taking $R \rightarrow+\infty$ in (3.10), the result follows.

## 4 Integral Representations over $\Pi$ for Harmonic Functions

In this section, we shall give the integral representations over $\Pi$ for harmonic functions. Denote $K^{*}(\mathbf{y}-\mathbf{x})=-\frac{1}{4 \pi} \frac{1}{\rho\left(\mathbf{y}-S_{\Pi}(\mathbf{x})\right)}=-\frac{1}{4 \pi} \frac{1}{\rho(\mathbf{y}+\overline{\mathbf{x}})}$.

Theorem 4.3 Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \bigcap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $\triangle[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}^{+}$, then for any $\mathbf{x} \in \Omega$,

$$
\begin{equation*}
f(\mathbf{x})=\int_{\partial \Omega} E_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} G(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y}) \tag{4.1}
\end{equation*}
$$

Proof By Stokes' formula and Lemma 2.3, for any $\mathbf{x} \in \Omega$, we have

$$
\begin{equation*}
\int_{\partial \Omega} H_{1}^{*}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} K^{*}(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y})=0 \tag{4.2}
\end{equation*}
$$

Combining Lemma 2.10 with (4.2), the result follows.
Theorem 4.4 Let $f \in C^{(2)}\left(\Omega, C\left(V_{2,0}\right)\right) \bigcap C^{(1)}\left(\bar{\Omega}, C\left(V_{2,0}\right)\right)$ and $\triangle[f]=0$ in $\Omega$, where $\Omega$ is a bounded domain with smooth boundary in $R Q_{3}^{+}$, then for any $\mathbf{x} \in \Omega$,

$$
\begin{equation*}
f(\mathbf{x})=\int_{\partial \Omega} \overline{E_{1}}(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} f(\mathbf{y})-\int_{\partial \Omega} G(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} \bar{D}[f](\mathbf{y}) \tag{4.3}
\end{equation*}
$$

Proof By Stokes' formula and Lemma 2.3, for any $\mathbf{x} \in \Omega$, we have

$$
\begin{equation*}
\int_{\partial \Omega} \overline{H_{1}^{*}}(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} f(\mathbf{y})-\int_{\partial \Omega} K^{*}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} \bar{D}[f](\mathbf{y})=0 \tag{4.4}
\end{equation*}
$$

Combining Lemma 2.11 with (4.4), the result follows.
Lemma 4.18 Let $f \in \widehat{H}^{\mu}\left(\Pi, C\left(V_{2,0}\right)\right)$, then for all $\mathbf{y}_{*}, \mathbf{y}_{* *} \in \Pi$,

$$
\begin{equation*}
\lim _{R \rightarrow+\infty}\left(\iint_{D\left(\mathbf{y}_{*}, R\right)} G(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S-\iint_{D\left(\mathbf{y}_{* *}, R\right)} G(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S\right)=0 \tag{4.5}
\end{equation*}
$$

where $\mathbf{x} \in R Q_{3}$.
Proof It can be similarly proved as in Lemma 2.12.
Theorem 4.5 Let $f \in C^{(1)}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right) \bigcap C^{(2)}\left(R Q_{3}^{+}, C\left(V_{2,0}\right)\right), f \in \widehat{H}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$, $D[f] \in \widehat{H}_{0}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$ and $\triangle[f]=0$ in $R Q_{3}^{+}$, then for any $\mathbf{x} \in R Q_{3}^{+}$,

$$
\begin{equation*}
f(\mathbf{x})=-\iint_{\Pi} E_{1}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S+\iint_{\Pi} G(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S \tag{4.6}
\end{equation*}
$$

Proof For any $\mathbf{x} \in R Q_{3}^{+}$, denote $\Omega=B(\mathbf{x}, R) \bigcap R Q_{3}^{+}$, by Theorem 4.3, we have

$$
\begin{equation*}
f(\mathbf{x})=\int_{\partial \Omega} E_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})-\int_{\partial \Omega} G(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y}) \tag{4.7}
\end{equation*}
$$

By Lemma 2.12 and Lemma 3.15, it can be proved that

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial \Omega} E_{1}(\mathbf{y}-\mathbf{x}) \mathrm{d} \sigma_{y} f(\mathbf{y})=-\iint_{\Pi} E_{1}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S \tag{4.8}
\end{equation*}
$$

In view of

$$
\begin{align*}
& \int_{\partial \Omega} G(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y}) \\
= & \int_{\partial^{+} B(\mathbf{X}, R)} G(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y})-\iint_{D\left(\operatorname{Im} \mathbf{x}, \sqrt{R^{2}-x_{0}^{2}}\right)} G(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S, \tag{4.9}
\end{align*}
$$

where $\operatorname{Im} \mathbf{x}=x_{1} e_{1}+x_{2} e_{2}$. In view of $D[f] \in \widehat{H}_{0}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$, it can be proved that

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial+B(\mathbf{x}, R)} G(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y})=0 . \tag{4.10}
\end{equation*}
$$

By Lemma 4.18 , in view of $D[f] \in \widehat{H}_{0}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$, we have

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \iint_{\substack{\left.\operatorname{Im} \mathbf{x}, \sqrt{R^{2}-x_{0}^{2}}\right)}} G(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S=\iint_{\Pi} G(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S \tag{4.11}
\end{equation*}
$$

Combining (4.9), (4.10) with (4.11), we have

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial \Omega} G(\mathbf{y}-\mathbf{x}) \overline{\mathrm{d} \sigma_{y}} D[f](\mathbf{y})=-\iint_{\Pi} G(\mathbf{y}-\mathbf{x}) D[f](\mathbf{y}) \mathrm{d} S \tag{4.12}
\end{equation*}
$$

Combining (4.7), (4.8) with (4.12), taking $R \rightarrow+\infty$ in (4.7), the result follows.
Corollary 4.1 Let $f \in C^{(1)}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right) \bigcap C^{(2)}\left(R Q_{3}^{+}, C\left(V_{2,0}\right)\right), f \in \widehat{H}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$ and $D[f]=0$ in $R Q_{3}^{+}$, then for any $\mathbf{x} \in R Q_{3}^{+}$,

$$
\begin{equation*}
f(\mathbf{x})=-\iint_{\Pi} E_{1}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S \tag{4.13}
\end{equation*}
$$

Theorem 4.6 Let $f \in C^{(1)}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right) \bigcap C^{(2)}\left(R Q_{3}^{+}, C\left(V_{2,0}\right)\right), f \in \widehat{H}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$, $\bar{D}[f] \in \widehat{H}_{0}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$ and $\triangle[f]=0$ in $R Q_{3}^{+}$, then for any $\mathbf{x} \in R Q_{3}^{+}$,

$$
\begin{equation*}
f(\mathbf{x})=-\iint_{\Pi} \overline{E_{1}}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S+\iint_{\Pi} G(\mathbf{y}-\mathbf{x}) \bar{D}[f](\mathbf{y}) \mathrm{d} S \tag{4.14}
\end{equation*}
$$

Proof By Theorem 4.4, it can be similarly proved as in Theorem 4.5.
Corollary 4.2 Let $f \in C^{(1)}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right) \bigcap C^{(2)}\left(R Q_{3}^{+}, C\left(V_{2,0}\right)\right), f \in \widehat{H}^{\mu}\left(\overline{R Q_{3}^{+}}, C\left(V_{2,0}\right)\right)$ and $\bar{D}[f]=0$ in $R Q_{3}^{+}$, then for any $\mathbf{x} \in R Q_{3}^{+}$,

$$
\begin{equation*}
f(\mathbf{x})=-\iint_{\Pi} \overline{E_{1}}(\mathbf{y}-\mathbf{x}) f(\mathbf{y}) \mathrm{d} S \tag{4.15}
\end{equation*}
$$
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## Clifford分析中双正则函数及调和函数在平面上的积分表示

张忠祥，高明凤<br>（武汉大学数学与统计学院，湖北武汉 430072）

摘要：本文研究了取值在Clifford代数上双正则函数及调和函数在超复平面上积分表示的问题。利用构造核函数的方法，获得了双正则函数及调和函数在超复平面上的积分表示公式，这些结果推广了 Clifford分析中正则函数在超复平面上的积分表示公式。
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