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Abstract: This paper is concerned with scheduling model where each job can be either processed at a manufacturer or outsourced to a subcontractor which has a single machine for processing. The outsourcing cost that the subcontractor charges the manufacturer is determined by the cost of time slots allocated to the outsourced jobs. This paper considers that the manufacturer has a single machine or two open-shop machines environment. The manufacturer needs to determine simultaneously the set of outsourced jobs and the schedule of the all jobs such that the sum of the makespan of all jobs and the outsourcing cost is minimized. For each machine environment at the manufacturer, we show the problem is NP-hard by reduction method and derive a dynamic programming algorithm.
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1 Introduction

In recent years, outsourcing becomes more and more popular in area of industries. By outsourcing some jobs to subcontractors, manufacturers can not only complete its production task as early as possible, but also reduce its investment of production and facilities. However, once making outsourcing decision, the manufacturers will pay an amount of outsourcing cost to its subcontractors. Thus, in order to minimize the total costs including production and outsourcing, the manufacturer will determine the set of outsourced jobs and the schedule of all jobs, simultaneously.

In the last decade, scheduling models with outsourcing decision were widely investigated. Some of them study the model where the manufacturer has a single machine, for example see [1–7]. Whereas the others focus on the model where the manufacturer has complex floor shop environment, which can be found in [8–14]. But in all of the above-mentioned papers,
time slot costs at subcontractors have not been taken into consideration when calculating the outsourcing cost.

In this paper, we study a scheduling model with outsourcing where the outsourcing cost is determined by the total costs of time slots allocated to the outsourced jobs at the subcontractor. Two kinds of machine environments at manufacturer, i.e., single machine and two open-shop machines, are considered. In order to deliver the jobs to the customers as soon as possible, the manufacturer is allowed to outsource some jobs to its subcontractor which has a single machine. When undertaking the production of outsourced jobs, the subcontractor will charge the manufacturer an amount of outsourcing cost. The objective is to minimize the sum of the outsourcing cost and the makespan of the schedule of all jobs.

The rest of this paper is organized as follows. In Section 2, we provide a formal description of our model and present two primary results. In Section 3, we study the model where the manufacturer has a single machine. We show the computational complexity and derive a pseudo-polynomial time algorithm to the model. In Section 4, we study the model where the manufacturer has two open-shop machines environment. Finally, we conclude our papers in Section 5.

2 Problem Description

Suppose that a manufacturer will process a set of jobs \( N = \{1, 2, \cdots, n\} \). Let \( p_j, j \in N \) be the processing time of job \( j \). This paper considers two kinds of machine environment at the manufacturer, i.e., (1) single machine and (2) two open-shop machines. In the second machine environment, the manufacturer has two machines \( \{M_1, M_2\} \) for processing the jobs in \( N \). Each job \( j \in N \) consists of exactly two operations \( \{O_{1,j}, O_{2,j}\} \), where operation \( O_{i,j} \) must be processed on machine \( M_i \) for the amount of time \( p_{i,j} \) and \( p_j = p_{1,j} + p_{2,j} \). At any time, no machine can process more than one job and no job can be processed on more than one machine. When started, no job or operation can be interrupted before it is completed.

All jobs are available at time zero. Set

\[
P_i = \sum_{j=1}^{n} p_{i,j}, \quad i = 1, 2, \quad P = P_1 + P_2.
\]

To make the jobs completed earlier, the manufacturer can outsource some jobs to its subcontractor which has a single machine. The subcontractor’s machine can process both operations of any outsourced job. If job \( j \) is outsourced, the manufacturer will pay for the subcontractor an outsourcing cost which is related with the time slots allocated to \( j \). Let \( I_k = [k-1, k], k = 1, 2, \cdots \), be the \( k \)-th time slot at the subcontractor and \( f_k \) be the cost of using \( I_k \). Denote the set of time slots allocated to job \( j \) as \( B_j \). \( B_j = \emptyset \) implies that \( j \) is processed at the manufacturer’s machine. Thus, the total outsourcing cost can be written as \( \sum_{j \in N} \sum_{k \in B_j} f_k \).

Let \( S \) be the schedule of all jobs and \( C_{\text{max}}(S) \) be the makespan of \( S \). In this paper, the manufacturer needs to determine \( S \) such that \( F(S) = C_{\text{max}}(S) + \sum_{j \in N} \sum_{k \in B_j} f_k \) is minimized.
According to the machine environment at manufacturer and the classical three-field notation [15], our model can be denoted by $M|\text{slotcost},\text{outsourcing}|C_{\text{max}} + \sum_j \sum_{k \in B_j} f_k$, where $M \in \{1, O2\}$, 1, O2 describe the single machine and two open-shop machines environment at manufacturer, respectively.

If the time slot costs $\{f_k\}$ are non-decreasing with $k$, the outsourced jobs should be processed as early as possible at subcontractor’s machine. Thus, our model reduces to the corresponding classical scheduling with outsourcing which was studied [12]. So, in this paper, we assume that $\{f_k\}$ are non-increasing with $k$. For simplicity, we also assume that all the jobs will be completed by $P$. We have the following two lemmas.

**Lemma 1** For problem $M|\text{slotcost},\text{outsourcing}|C_{\text{max}} + \sum_j \sum_{k \in B_j} f_k$, where $M \in \{1, O2\}$, there exists an optimal schedule without idle between any two outsourced jobs.

**Proof** Assume that there exists an idle between two outsourced jobs $i$ and $j$ where $i$ is before $j$. Let $t$ be the length of the idle. Moving $i$ backward $t$ units will not increase the makespan of all jobs and possibly reduce the slot time costs of $i$ since $\{f_k\}$ are in non-increasing with $k$.

**Lemma 2** In any optimal solution of problem $M|\text{slotcost},\text{outsourcing}|C_{\text{max}} + \sum_j \sum_{k \in B_j} f_k$, where $M \in \{1, O2\}$, any arbitrary sequence of the outsourced jobs leads to the same outsourcing cost.
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In this section, we first analyze computational complexity of

1|\text{slotcost},\text{outsourcing}|C_{\text{max}} + \sum_j \sum_{k \in B_j} f_k.

For the sake of convenience, we refer the problem as R1.

**Theorem 1** Problem R1 is NP-hard in ordinary sense.

**Proof** If set $f_k = 0$ for all $k$s, then R1 can be reduced to the classical scheduling $P2||C_{\text{max}}$. Thus R1 is NP-hard in binary sense.

In the following, we design a dynamic programming algorithm DP1 to solve R1. For $j = 1, 2, \cdots, n$, define a state variable $(j, a, t, k)$ to denote a sub-schedule for jobs in $A_j = \{1, 2, \cdots, j\}$, where $a$ is the total processing time of jobs at manufacturer’s machine, $k$ is the number of outsourced jobs with the last completion time $t$. Let $G(j, a, t, k)$ be the minimum makespan of the sub-schedules described by $(j, a, t, k)$. According to job $j$ processed in-house or outsourced, we have the following two cases

$$G(j, a, t, k) = \begin{cases} 
\max\{G(j - 1, a - p_j, t, k), a\}, & \text{if } j \text{ is processed in-house,} \\
\max\{G(j - 1, a, t - p_j, k - 1), t\}, & \text{otherwise.} 
\end{cases}$$
The initial conditions for \( j = 1 \) are the following:

\[
G(1, a, t, k) = \begin{cases} 
  p_1, & \text{if } a = p_1, t = 0, k = 0, \\
  t, & \text{if } a = 0, t \geq p_1, k = 1, \\
  \infty, & \text{else.}
\end{cases}
\]

The boundary conditions are \( G(j, a, t, k) = \infty \) for \( a < 0, t < 0, k < 0 \).

The objective value is gotten by

\[
\min \{ G(n, a, t, k) + \sum_{l=t-P+a+1}^{t} f_l[a = 0, 1, \cdots, P; k = 0, 1, \cdots, n; t = P - a, \cdots, P] \}.
\]

It’s easy to verify that the overall running time of DP1 is in \( O(n^2P^3) \).

**Instance 1** Consider three jobs \( \{ J_1, J_2, J_3 \} \) with the processing times 1, 2 and 3, respectively. Let the time slot costs \( \{ f_k \} \) be in the following:

\[
f_k = \begin{cases} 
  \frac{1}{7}, & \text{if } k = 1, 2, 3, \\
  \frac{1}{7}, & \text{if } k = 4, 5, 6, \\
  0, & \text{else.}
\end{cases}
\]

Using DP1, we get the optimal schedule with the value \( G(3, 3, 3, 1) = 4.5 \), where \( J_3 \) is outsourced, or \( G(3, 3, 3, 2) = 4.5 \) where \( J_1, J_2 \) are outsourced.
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In this section, we refer the problem as R2 and analyze its computational complexity by Partition problem in the following.

**Partition** Given \( n \) integers \( a_1, a_2, \cdots, a_n \) such that \( \sum_{j=1}^{n} a_j = 2A \), is there a subset \( Q \subseteq \{ 1, 2, \cdots, n \} \) such that \( \sum_{j \in Q} a_j = A \)?

**Theorem 2** Problem R2 is NP-hard in ordinary sense.

**Proof** We construct an instance of R2 with \( n + 1 \) jobs as follows. Set

\[
p_{1j} = a_j, \quad p_{2j} = 0, \quad j = 1, 2, \cdots, n, \\
p_{1,n+1} = 0, \quad p_{2,n+1} = A.
\]

For the time slot costs, let \( f_k = x \) for \( k = 1, 2, \cdots, A \), where \( x < 1 \) and the others \( f_k = \infty \). Clearly, this reduction can be done in polynomial time. We now show that \( P \) has a solution with \( C_{\text{max}} + \sum_j \sum_{k \in B_j} f_k \leq (1 + x)A \) if and only if Partition has a solution.

**Necessity.** Suppose there exists a subset \( Q \subseteq \{ 1, 2, \cdots, n \} \) such that \( \sum_{j \in Q} a_j = A \). Let jobs in \( Q \cup \{ n + 1 \} \) schedule in-house and outsource jobs in \( N \setminus Q \) to the subcontractor. Clearly,

\[
C_{\text{max}} + \sum_j \sum_{k \in B_j} f_k = (1 + x)A.
\]
Sufficiency. Suppose there is a solution to the defined instance such that
\[ C_{\text{max}} + \sum_{j} \sum_{k \in B_j} f_k \leq (1 + x)A. \]

First, job \( n + 1 \) cannot be outsourced. Otherwise, suppose \( n + 1 \) is outsourced and let \( \delta \) be the total processing time of operations on \( M_1 \). We have
\[ C_{\text{max}} + \sum_{j} \sum_{k \in B_j} f_k = \max \{2A - \delta, A + \delta\} + x(A + \delta). \]
If \( \delta \leq \frac{A}{2} \), then
\[ C_{\text{max}} + \sum_{j} \sum_{k \in B_j} f_k = 2A - \delta + x(A + \delta) > A + xA. \]
Otherwise, \( \delta > \frac{A}{2} \) results in that
\[ C_{\text{max}} + \sum_{j} \sum_{k \in B_j} f_k = A + \delta + x(A + \delta) > A + xA. \]
Thus, \( n + 1 \) must be processed in-house.

Next, consider the situation where job \( n + 1 \) is processed at manufacturer’s machine and let \( \Delta \) be the total outsourced processing time. Thus
\[ C_{\text{max}} + \sum_{j} \sum_{k \in B_j} f_k = \max \{2A - \Delta, A, \Delta\} + x\Delta. \]
For \( \Delta > A \) or \( \Delta < A \), it’s not difficult to verify that
\[ C_{\text{max}} + \sum_{j} \sum_{k \in B_j} f_k > A + xA. \]
This implies that \( \Delta = A \) and Partition has a solution.

Based on Lemma 1 and Lemma 2, we design a dynamic programming DP2 to solve R2. For \( j = 1, 2, \ldots, n \), we define a state variable \((j, a, b, t, k)\) to denote a sub-schedule for jobs in \( A_j = \{1, 2, \ldots, j\} \), where \( a \) is the total processing time of jobs on \( M_1 \), \( k \) is the number of jobs outsourced with the total processing time \( b \), \( t \) is the starting time of jobs outsourced. Let \( H(j, a, b, t, k) \) be the minimum makespan of the sub-schedules described by \((j, a, b, t, k)\).

According to job \( j \) produced in-house or outsourced, we have the following two cases:
\[
H(j, a, b, t, k) = \begin{cases} 
\max\{H(j - 1, a - p_{1j}, b, t, k), a, W_j - a - b, p_j\}, & \text{if } j \text{ is processed in-house}, \\
\max\{H(j - 1, a - p_j, t, k - 1), t + b\}, & \text{otherwise},
\end{cases}
\]
where \( W_j = \sum_{j \in A_j} p_j \). The initial conditions for \( j = 1 \) are the following:
\[
H(1, a, b, t, k) = \begin{cases} 
p_1, & \text{if } a = p_{11} = 0, t = 0, k = 0, \\
t + b, & \text{if } a = 0, b = p_1, t \geq 0, k = 1, \\
\infty, & \text{else}.
\end{cases}
\]
The boundary conditions are $H(j,a,b,t,k) = \infty$ for $a < 0, b < 0, t < 0, k < 0$.

The objective value of R2 can be obtained by calculating

$$\min \{ H(n,a,b,t,k) + \sum_{l=t+1}^{t+b} f_l | a = 0, 1, \ldots, P_1; b = 0, \ldots, P; t = 0, 1, \ldots, P - b; k = 0, \ldots, n; \ a + b \leq P \}.$$ 

Evidently, the overall running time of DP2 is in $O(n^2 P^4)$.

**Instance 2** Consider three jobs $\{J_1, J_2, J_3\}$ with the processing times specified by vectors $P_1, P_2, P_3$, respectively.

$$P_1 = (0, 2m + 1), \quad P_2 = (2m + 1, 0), \quad P_3 = (m, m),$$

where $m$ is an integer. Set

$$f_k = \begin{cases} m, & \text{if } k = 1, \\ \frac{1}{m}, & \text{if } 2 \leq k \leq 6m + 2, \\ 0, & \text{else}. \end{cases}$$

By DP2, the optimal value is given by $H(3, 2m + 1, 2m, 1, 1) = 2m + 3$, where $J_1, J_2$ are processed in-house, and $J_3$ is outsourced and completed at time $2m + 1$.

5 Conclusion

This paper has studied a scheduling model with outsourcing decision where the objective is to minimize the total outsourcing cost and the makespan of the schedule of all jobs. The outsourcing cost is the total costs of time slots allocated to the outsourced jobs at the subcontractor. Two kinds of machine environment at the manufacturer are considered in this paper. For each machine environment, we showed the problem is NP-hard in binary sense and developed a dynamic programming. For the future research, it will be of interest to study the model with multiple available open-shop machines at manufacturer and more complex objective functions.
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转包且具有不同费用时间段的排序问题
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摘要：本文研究制造者可以将工件转包给承做商加工的排序模型. 承做商仅有一台机器, 转包费用由分配给转包工件的不同时间段费用确定. 本文分别研究制造者有一台单机及两台自由作业机器环境情形, 需要确定被转包工件及其加工顺序, 使得工件最大完工时间与转包费用和最小. 本文利用归约方法对制造者每个机器环境, 明确问题NP困难性, 并提出动态规划算法.
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