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Abstract: The centro-symmetric solutions of the matrix equation AX = B are considered.
By using the generalized singular value decompositions of matrix pairs and generalized inverses of
matrices, necessary and sufficient conditions for the existence of such solution and the expression
of the maximal and minimal rank solutions are derived. Also, the optimal approximation for the
minimal rand solution set to a given matrix is also discussed and the expression of the solution is
presented.
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1 Introduction

Throughout this paper, let R"*™ be the set of all n x m real matrices, OR™*" be the
set of all n x n orthogonal matrices. Denote by I,, the identity matrix with order n. For
matrix A, AT, AT, ||A|| and r(A) represent its transpose, Moore-Penrose inverse, Frobenius
norm and rank, respectively.

Definition 1 A matrix A = (a;;) € R™*" is said to be a centro-symmetric matrix
if aj; = apyi—int1-5,%,J = 1,2,---,n. the set of all n X n centro-symmetric matrices is
denoted by CSR™ ™.

Centro-symmetric matrices have practical applications in information theory, linear sys-
tem theory, linear estimate theory, and numerical analysis(see, e.g. [1-4]).

We know that investigating minimal ranks of matrix expressions has many immediate
motivations in matrix analysis and applications. For example, the classical matrix equation

AX = B is consistent if and only if

H}}n rank(B — AX) = 0.
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The two consistent matrix equations A1 X1 B; = C1, Ay X9By = Cy where X; and X, have
the same size, have a common solution if and only if
;ﬁi}r{g rank(X; — X5) = 0.

In 1972, Mitra [5] considered solutions with fixed ranks for the matrix equations AX = B
and AXB = C. In 1984, Mitra [6] gave common solutions of minimal rank of the pair of
complex matrix equations AX = C, XB = D. In 1990, Mitra studied the minimal ranks of
common solutions to the pair of matrix equations A; X;B; = C; and A3 XsBy = (5 over a
general field in [7]. In 2003, Tian [8] investigated the extremal rank solutions to the complex
matrix equation AXB = C and gave some applications. Xiao et al. [9] in 2009 considered
the symmetric minimal rank solution to equation AX = B. Recently, the anti-reflexive
extremal rank solutions to the matrix equation AX = B was derived by Xiao et al. [10].

In this paper, we consider the centro-symmetric extremal rank solutions of the matrix

equation
AX = B, (1.1)

where A and B are given matrices in R™*".

We also consider the matrix nearness problem

ain [|X - X[, (12)

where X is a given matrix in R”*" and S,, is the minimal rank solution set of eq. (1.1).

We organize this paper as follows. In Section 2, we first establish a representation
for the centro-symmetric matrix. Then we give necessary and sufficient conditions for the
existence of centro-symmetric solution to (1.1). We also give the expressions of such solutions
when the solvability conditions are satisfied. We in Section 3 establish formulas of maximal
and minimal ranks of centro-symmetric solutions to (1.1), and present the centro-symmetric
extremal rank solutions to (1.1). We in Section 4 present the expression of the optimal

approximation solution to the set of the minimal rank solution.

2 Centro-Symmetric Solution to (1.1)

Denote by e; be the ith column of I,, and set S,, = (e, €,-1, - ,€1). It is easy to see
that
ST =g, S's,=1I

n

Let k = [%], where [5] is the maximum integer which is not greater than %. Define D,, as

1 (1, I B

D,=—| * °* =2k), Do=—72| 0 Vv2 0 =2k+1), (21

ﬁ(sk —sk.>(” ) v " el
S 0 —S,
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then it is easy verified that the above matrices D,, are orthogonal matrices.
Lemma 1 [11] Let X € R™*™ and D,, with the forms of (2.1), then X is the centro-

symmetric matrix if and only if there exist X; € R ~#)*("=k) and X, € R*** whether n is

X:Dn<X1 0 )D,{. (2.2)

odd or even, such that

0 X

Here, we always assume k = [Z].
Given matrices A; € R™*™, B; € R™*P by making generalized singular value decom-

position to [Ay, B;|, we have
Ay = M34,Uy, By =MXp Vi, (2.3)

where M is a m X m nonsingular matrix, U; € OR™*", V| € ORP*?,

I 0 0 r — 81 0 0 0 r — 81
EAl _ 0 SA1 0 S1 ’ EBl _ 0 SB1 0 S1 ’

0 0 0 kl — 7 0 0 I kl — T

0 0 O m — ky 0o 0 0 m — ky

ki = r[A1, Bi], r1 = r(A1), s1 = r(A1) + r(By) — r[A1, By}, Sa, = diag(ag, - ,as),
Sp, = diag(B1, -+ ,B4), 0 < a,, <+ <y <1,0< B << B, <1, a2+p2=1,
1=1,---,s1.

Lemma 2 [10] Given matrices 4; € R™*", By € R™*P, the generalized singular
ecomposition of the matrix pair [A;, B;] is given by (2.3), then matrix equation A, X = B,

is consistent, if and only if
T’[Al, Bl] = T(Al), (24)

and the expression of its general solution is

0 0
X=Ul| 0 8,85 |V, (2.5)
Ysi  Ya

where Y3, € R—r)x(p=s1) Yy, ¢ R("="1)Xs1 gre arbitrary.
Assume D,, with the form of (2.1), and AD,, and BD,, have the following partition form

ADH = [A27A3]7 BD, = [32733]7 (26)

where A, € R™*("=k) Ay € R™** B, € R™*(=%) By e R™** and the generalized singular
value decomposition of the matrix pair [As, Bs|, [As, B3| are, respectively,
AQ == M22A2U27 B2 - MQEBz%u (27)
Az = M3¥4,Us, Bz = M3Xp,Vs, (2.8)
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where U, € OR(=R)x(n=k) "y, ¢ QR=F)x(n=k) I, ¢ ORF** V3 € ORF** nonsingular
matrices MQ,Mg € Rmxm’ kg = T'[AQ,BQ], To = T(AQ), SS9 = T(AQ) + T(BQ) — T[AQ,BQ], and
ks = r[As3, B3], 73 = r(A3), s3 = 7(A3) +r(Bs) — r[As, B3],

[T 0 0] ro— s 0 0 0] ry—s
EAQ _ 0 SA2 O So 7 232 _ 0 SB2 O S92 :
0 0 0 kg*rg 0 0 I k‘g*T’Q
0 0 0] m—k 0 0 0| m—ke
[T 0 0] r3—s3 0 0 0] rg—ss
EAB _ 0 SA3 0 S3 ’ EBS _ 0 SBS 0 S3 .
0 0 0| ks—rs 0 0 I | ks—ry
0 0 0| m—ks 0 0 0| m—ks

Then we can establish the existence theorems as follows.

Theorem 1 Let A, B € R™*" and D,, with the form of (2.1), AD,,, BD,, have the
partition forms of (2.6), and the generalized singular value decompositions of the matrix
pair [Ay, By] and [As, Bs] are given by (2.7) and (2.8). Then equation (1.1) has a centro-

symmetric solution X if and only if
’I”[AQ, BQ] = T(Ag), T[Ag, Bg] = T(Ag), (29)

and its general solution can be expressed as

) . . ]
UF | 0 S3!Sp |V 0
X =D, Zn I DT, (2.10)
0 0
0 Ui | 0 S, 8, |Vs
L W31 W32 |

where Z31 c R(nfkrfrz)x(nfkfsz)? Z32 c R(nfkfrz)st, ng c R(k*’l“g))((k}*ég)’ Wgz c R(kﬁf’l‘g)ng
are arbitrary.

Proof Suppose the matrix equation (1.1) has a solution X is centro-symmetric, then
it follows from Lemma 1 that there exist X; € R0 x(n=k) X, ¢ RF*F satisfying

X
x-p,| ¢ DY and AX =B. (2.11)
0 X,
By (2.6), that is
X, 0
A, A = [B, B, 2.12
(A2 As]| X, (B2 Bs] (2.12)

ie.,

A2X1 = BQ, A3X2 = B3 (213)
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Therefore by Lemma 2, (2.9) hold, and
0 0 0 0
Xo=Uf | 0 83'Sp, | Vo, Xo=Us | 0 8385 | Vs (2.14)
Z31 232 W31 W32

where Zy; € R(nhr)x(nhmea) 75, @ Rnmhora)xo: Wy, € RE-ra)x(h=ss) Wy, € R—ra)xos
are arbitrary. Substituting (2.14) into (2.11) yields that the centro-symmetric solution X of
the matrix equation (1.1) can be represented by (2.10). The proof is completed.

3 Centro-Symmetric Extremal Rank Solutions to (1.1)

Theorem 2 Suppose that the matrix equation (1.1) has a centro-symmetric solution
X and Q is the set of all centro-symmetric solutions of (1.1). Then the extreme ranks of X
are as follows:

(1) The maximal rank of X is

r)?aé(r(X) =min{n — k,n —k —r(As) + r(Bs)} + min{k, k — r(As) + 7(Bs)}. (3.1)
€
The general expression of X satisfying (3.1) is

_ . . -

Ui | 0 S3!Sg | Va 0
Z Z
X =D, 3 52 DT, (3.2)
0 0
i Wi Wi ]

where Z3, € RIn—k=r2)x(n=k=s2) 1}/, c R(F=rs)x(k=53) are chosen such that r(Z31) = min(n—

k—ro,n—k—s3), r(Ws) = min(k —r3, k —
arbitrary.

(2) The minimal rank of X is

min r(X) = r(Bz) + r(Bs).

Xen

The general expression of X satisfying (3.3) is

[ 0 0
UQT 0 5221 Sp, Vs
0 Zz
X=D, 82
0

Uy

0
0 0
0 S,.S,
0 Ws

where Z3o € RV=k=m2)%s2 15, ¢ R(F=73)%53 are arbitrary.

Vs

53), Z32 S R(n—k—rz)X527 ng € R(k_T?’)XSB are

(3.3)
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Proof (1) By (2.10),

0 0 0 0
I)I(}Eagl(T(X):H%iXT 0 S, SB, +HI/%/?3(T 0 S, 8B |, (3.5)
Z31 L3y Wi Wss
0 0
max 0 SX;SBQ
Zn s

= sot+min{n—k—ry,n—k— s}

= min{n—k,n—k—ry+s2} =min{n —k,n—k —r(As) +r(Ba)}, (3.6)

and
0 0
nv%/axr 0 SZ;SBa = s3 + min{k — r3, k — s3}
Wi Wa
= min{k,k — 73+ s3} = min{k, k —r(A3) +r(Bs)}. (3.7)

Taking (3.6) and (3.7) into (3.5) yields (3.1).

According to the general expression of the solution in Theorem 1, it is easy to verify
the rest of part in (1).

(2) By (2.10),

0 0 0 0
)r?elgr(X) = rg;lnr 0 Su'Sp |+ 151{%1117‘ 0 Su'Ss |, (3.8)
Zy1 s Wi Wi
0 0 0 0
rg;lrlr 0 5221532 = $9 =1(Ba), rvréglr 0 5231533 = s3 =1(Bs).
Zy1 Zso W1 Was

(3.9)

Taking (3.9) into (3.8) yields (3.3).
According to the general expression of the solution in theorem 1, it is easy to verify the

rest of part in (2). The proof is completed.

4 The Expression of the Optimal Approximation Solution to the Set of
the Minimal Rank Solution

From (3.4), when S,, = {X | AX = B, X € CSR"",r(X) = {/nigr(Y)} is nonempty,
€

it is easy to verify that S,, is a closed convex set, therefore there exists a unique solution X

to the matrix nearness problem (1.2).
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Theorem 3 Given matrix X, and the other given notations and conditions are the

same as in Theorem 1. Let

. Xy X
-DZ;X-Dn _ Y11 Ao
Xo1 Xoo
and we denote
} 211 212
Us X0V = | Zoy Zoy |,
Z31 L3

U3X22VT -

Wl 1
W2 1
W31

Wl 2
W2 2
W3 2

] , Xll c Cv(n—k)x(n—k)7 X22 c Cka,

(4.1)

If S,, is nonempty, then problem (1.2) has a unique X which can be represented as

0 0
Uf | 0 878k | Ve 0
X=D, 0 Zs
0 0
0 Uf | 0 55185,

where 232, Wi, are the same as in (4.2).

Vs

Proof When S, is nonempty, it is easy to verify from (3.4) that S,, is a closed convex

set. Since R™*™ is a uniformly convex banach space under Frobenius norm, there exists a

unique solution for problem (1.2). By theorem 2, for any X € S,,, X can be expressed as

0 0
Uy | 0 S;'Sp, | Va 0
0 Zs
0 0
0 Ui | 0 548,
0 Wi

where Zsp € R(k=r2)xs2 15, € RF=73)%s3 are arbitrary.

Using the invariance of the Frobenius norm under unitary transformations, we have

[ 0 0
Ui | 0 S,Ss, |Va 0
X — X2 = v
0 0
0 Ui | 0 S, Sg,
0 Wis

=122 = Zeal" + [|Wio = Waal|” + | 8325, = Zoo||* + || S5 S, — W

Vs

Vs

n’

- DIXD,

1Rl 4 1+ 120l 4 1 Zaal| 4 (12| 4 (12
S LRt e 1Y

(4.4)

2

2
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Therefore, | X — X|| reaches its minimum if and only if
Zsy = Z33, Wiz = Wi (4.5)

Substituting (4.5) into (4.4) yields (4.3). The proof is completed.
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