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Abstract: The Hermitian R-symmetric maximal and minimal rank solutions to the matrix
equation AX = B and their optimal approximation are considered. By applying the matrix rank
method, the necessary and sufficient conditions for the existence of the maximal and minimal
rank solutions with hermitian R-symmetric to the equation is obtained . The expressions of such
solutions to this equation are also given when the solvability conditions are satisfied. In addition,
corresponding minimal rank solution set to the equation and the explicit expression of the nearest
matrix to a given matrix in the Frobenius norm are provided.
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1 Introduction

Throughout this paper, let C**™ be the set of all n x m complex matrices, H"*"™ denote
the class of n x n Hermitian matrices, U"*™ be the set of all nxn unitary matrices. Denote by
I,, the identity matrix with order n. Let J = (e, en—1,- - ,€1), where e; is the ith column of
I,,. For matrix A, A*, A", ||A||r and r(A) represent its conjugate transpose, Moore-Penrose
inverse, Frobenius norm and rank, respectively. For a matrix A, the two matrices L4 and
R4 stand for the two orthogonal projectors Ly = I — AT A, Ry = I — AAT induced by A.

Definition 1 Let R € C"*" be a nontrivial unitary involution, i.e., R = R* = R™! #
I,. We say that A € C"*" is a Hermitian R-symmetric matrix, if A* = A, RAR = A. We
denoted by HIRS™" the set of all n x n Hermitian R-symmetric matrices.

In matrix theory and applications, many problems are closely related to the ranks of
some matrix expressions with variable entries, and so it is necessary to explicitly characterize
the possible ranks of the matrix expressions concerned. The study on the possible ranks of
matrix equations can be traced back to the late 1970s (see, e.g. [1-3]). Recently, the
extremal ranks, i.e., maximal and minimal ranks, of some matrix expressions have found

many applications in control theory [4, 5], statistics, and economics (see, e.g. [6, 7]).
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In this paper, we consider the Hermitian R-symmetric extremal rank solutions of the

matrix equation

AX = B, (1.1)
where X and B are given matrices in C"*™,
We also consider the matrix nearness problem
min ||A— A4, (1.2)

AeSn

where A is a given matrix in C**™ and S,, is the minimal rank solution set of eq. (1.1).

2 Some Lemmas

We first know that Hermitian R-symmetric matrices have the following properties.

Since R = R* = R™! # I, the only possible eigenvalues of R are +1 and —1. Let r
and s be respectively the dimensions of the eigenspaces of R associated with the eigenvalues
A=1,and A= —1; thus r,s > 1 and r + s = n. Let

P = [pl e pr] and Q = [ql e QS] ) (21)

where {p1,...,p,} and {q1,...,qs} are orthonormal bases for the eigenspaces. P and Q
can be found by applying the Gram-Schmidt process to the columns of I + R and I — R,
respectively.

Lemma 1l [8] A € C™™" is Hermitian and R-symmetric if and only if

A 0 P*
A= [ P Q ] g (2.2)
0 Ao Q*
with Ap = P*AP € H™", Ag = Q*AQ € H***.
Given matrix X, By € C"*™ the singular value decomposition of X; be
1 0
Xo=U| [V = 0usv, (2:3)

where Uy = [Uyy,Upz] € UM " Uy € CY ) V) = [Vig, Vip] € U™ ™ Vi, € C™*" )y =
r(X1), Xy = diag(oy,...,00,), 01 > -+ > 0, > 0.

Let A;; = Ul"‘lBlVHEfl, Ay = UfQBlVHZfl, Gy = Ay3L,,,, the singular value decom-
position of G be

ry 0

G, =P
1 1 00

] Q’{ = P11F1QI17 (2-4)

where Py = [Pyy, Ppp] € Un—rox(n=r) py e Cvmri)xs @ = [Qr1, Q12] € UM ™, Qy €
CT1><S17 S1 = r(G1)7 Fl = diag(’YM cee 7781)7 71 2 e Z Vs1 > 0.
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Lemma 2 [9] Given matrices X, By € C"*™. Let the singular value decompositions of
X1 and G be (2.3), (2.4), respectively. Then the matrix equation A; X; = Bj has a solution
Ay in H™*™ if and only if

X;B, = BiX,, B X{X, =58 (2.5)

In this case, let 2; be the set of all Hermitian solutions of equation A;X; = By, then
the extreme ranks of A; are as follows:

(1) The maximal rank of A; is

Jmax (A1) =n+r(By) —r(Xy). (2.6)

The general expression of A; satisfying (2.6) is
Ay = Ag+ U N1 UT, (2.7)

where 4y = B1X{ + (B1X{)"Rx, + Rx,B1 X{ (X, X{ B X;"))*(B:X{")*Rx, and N; €
H(n=r1)x(=1) j5 chosen such that r(Rg, N1Rg,) = n+ 7(X;By) —r(By) — r(X,).
(2) The minimal rank of A; is

Join r(Ay) = 2r(By) — r(X; By). (2.8)
The general expression of A; satisfying (2.8) is
Al - AO + U12P11P1*1M1P11P1*1Uf2 (29)

where Ay = B1X{ + (BiX{)"Rx, + Rx, Bi X" (X1 X{ By X)) Y (B1 X{")*Rx, and M, €

H(—r)x(n="1) is arbitrary.
3 Hermitian and R-Symmetric Extremal Rank Solutions to AX = B

Assume P, @ with the forms of (2.1). Let
pP* P

X
* X = ’ ’ *
Q X3 Q
where Xy, € C™*™, X3 € C**"™ By € C™*™ B3 € C**™ and the singular value decomposi-

tion of matrices X5, X3 are, respectively,

B,
Bs

; (3.1)

3o 0

X, =U.
2 2 9 o

Vy = Ua 5 V5, (3.2)

where Uy = [Ug,Uso] € U7, Uy € C™2, Vo = [V, Vo] € U™ ™, Vo € C™772, 1y =
T<X2>> Z:2 = diag<a17 . '7a7‘2)1 (0%} Z e Z Oy, > Oa

Y3 0

X3 =U.
3 31 o9 o

Vi = U 23V, (3.3)
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where Uz = [Usy,Uss] € Us*® Uy € C*72 V3 = [Vay, Vo] € U™*™ V3 € C™*"3, rgy =
7(X3), Y3 = diag(Br, -+, Bry), B1 = -+ = By > 0.

Let Ay = U3 BoVo1 35, Aoy = U3BoVor 35", Go = ALy, Az = Uj B3V X5,
Az = U;QBnglEgl, Gs3 = AsaLa,,, the singular value decomposition of matrices Ga, Gs

are, respectively,

I's 0

Gy =P,
2 21 0 o

] Q; = P21F2Q;1? (34>

where Py = [Psy, Pag] € Ulr—ra)x(r=r2) Py, € Cr—r2)xs2 Q, = [Q21,Q22] € U™*"2 Qg1 €
(CTQXSZ, Sg = ’I"(Gz), FQ = diag((l, . ,CSQ), Cl Z e Z CSQ > 0

I's 0

Gs =P
3 31 0 o

] Q; = P31F3Q§17 (35)

where P3 = [Py, Pyp] € Ut—ra)xsmra) pyy e Clomma)Xss Qg = [Qa1, Q3] € U™, Qg1 €
Crexss, 53 = 1(Gs), I's = diag(&r, -+ 1 &ss), &1 2> - > &5 > 0.

Now we can establish the existence theorems as follows.

Theorem 1 Let X,B € C**™ be known. Suppose P, @) with the forms of (2.1),
P* P
Q" Q"
of the matrices X5, X3 and G, G3 are given by (3.2), (3.3) and (3.4), (3.5), respectively.
Then equation (1.1) has a solution A € HIRS"*" if and only if

X B have the partition forms of (3.1), and the singular value decompositions

7

X5By = BsX,, ByX, Xo =By, X;B3=B;X3, B3XjX;=Bs. (3.6)

In this case, let 2 be the set of all Hermitian R-symmetric solutions of equation (1.1),
then the extreme ranks of A are as follows:
(1) The maximal rank of A is

r}ggr(A) =n+17(Bs) +r(B3) —r(Xs) — r(X3). (3.7)

The general expression of A satisfying (3.7) is

P*
Q*

As + Uza N2 U3, 0

: (3.8)
0 Ag + U32N3U§2

A:[P Q}

where
A= Bz’X;_ + (Bl'X;_)—FRXi + RXiBin(XiX;'BiX{‘—)"_(BiX:_)*RX

il

i=2,3 and Ny € Hr—2)x(r=r2) N, e H—3)%(s=73) are chosen such that

r(Rg,NoRg,) = r + (X5 Bs) — r(Bs) — r(X2),
T(RGSNgRGS) =38+ T(X;Bg) — T(B3) — ’I"(Xg).
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(2) The minimal rank of A is

minr(A) = 2r(By) + 2r(Bs) — r(X; Bz) — r(X3 Bs). (3.9)

AeQ

The general expression of A satisfying (3.9) is

Ag =+ U22P21P2€M2P21P271U27; 0
0 As + Usp Py Py, M3 Py P UY,

P*

A=[P Q] o

)

(3.10)

where A; = B;X;" + (B;X;")TRx, + Rx,B:X;"(X;X;'B; X;")*(B;X;")*Rx,,i = 2,3, and
My € Hr=r2)x(r=r2) - Mo € H(s=m8)%(s=73) are arbitrary.

Proof Suppose the matrix equation (1.1) has a solution A which is Hermitian R-
symmetric, then it follows from Lemma 1 that there exist Ap € H™*", Ay € H*** satisfying

A 0 P
A= [ P Q ] r and AX = B. (3.11)
0 Ag Q*
By (3.1), that is
A 0 X B
r = 2, (3.12)
0 Ao || Xs By
ie.,
APXQ — BQ, AQXg - Bg. (313)

Therefore by Lemma 2, (3.6) hold, and in this case, let  be the set of all Hermitian R-
symmetric solutions of equation (1.1), we have

(1) By (3.1),
maxr(A) < maxr(Ap) 4 maxr(Ag). (3.14)
An=A, Ap=As
By Lemma 2,
maxr(Ap) =r+r(By) — r(Xs) (3.15)
ApXo=By
Ap=A,
and
 maxr(Aq) = s+r(Bs) — r(Xs). (3.16)
e

Taking (3.15) and (3.16) into (3.14) yields (3.7).
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According to the general expression of the solution in Lemma 2, it is easy to verify the
rest of part in (1).
(2) The proof is very similar to that of (1) By (3.1) and Lemma 2, so we omit it.

4 The Expression of the Optimal Approximation Solution to the Set of
the Minimal Rank Solution

From (3.10), when the solution set S,, = {A | AX = B, A € HRS"*",r(A) = I}}lelg’/“(Y)}
is nonempty, it is easy to verify that S,, is a closed convex set, therefore there exists a unique
solution A to the matrix nearness problem (1.2).

Theorem 2 Given matrix A, and the other given notations and conditions are the

same as in Theorem 1. Let

* 12111 AIQ 1 e
A[P ]: S A e TR, Ay € CFFF 3.1
Q" “ Agy Ay |7V . @)
and we denote
§ By B | - N
U (Ay — AU = | 2 2% | By € C72772 By, € CUr2)x(r=ra), (3.2)
21 B22 i
5 oo 3
Ug(Agg . AB)US _ ~11 ~12 ,Cll c CT‘aXTg,CQ2 c C(s—rg)x(s—r3)_ (3_3)
C121 C122 ]

If S, is nonempty, then problem (1.2) has a unique A which can be represented as

P*
Q*

A2 + U22P21P;1322P21P2*1U;2 0

A= P Q) * O * [T*
0 As + Uso P3P Coo P31 P U,

,(3.4)

where B,y, Co, are the same as in (3.2), (3.3).
Proof When S, is nonempty, it is easy to verify from (3.10) that S,, is a closed
convex set. Problem (1.2) has a unique solution A. By Theorem 1, for any A € S,,, A can

be expressed as

AQ + U22P21P2*1M2P21P2*1U2*2 0

0 As + Uso Py P35 M3 Py Py U3,

where
A, = Bin + (BZ-X;r)JrRXi + RXiBiX;r(XinBin)+(BiX;r)*in,

i=2,3, and M, € HF—r2)x(r=r2) " pfo e H(s=m3)x(s=73) are arbitrary.

Using the invariance of the Frobenius norm under unitary transformations, and

Py Py, + Py Py, = 1, P31 Py + P3Py, =1,
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where P51 Py, Pao Py, P31 P3y, Ps2 Py, are unitary projection matrices, and
Py P} Py, Py, = 0, Psy P35 Po Py, = 0,
we have

||fZl — A} = szln — Ay — U22P21P;1M2P21P;1U22Hi“ + H/LQH?’

+ [| Aoz — As — Uso Py Py My Py Py Uy + (| A |

2
- 0 0 ~ 2
— Uz (Ay; — AU, — +|A
2(An = 42)0 0 Po Py M;Py Py, 14zl
2

~ 0 0 ~ 2

1 [T (Agy — As)Us — + |4
Ha =AU s || [

= [[Asell + Aol + 1Bl + 1Bl + 1Bl + ([

+ HémHi + HB22P22P2*2H2 + |’P22P;2322P21P;1 i,

+ HP21P;1322P21P;1 — Py Py M3 Py, P, ;
+ HémHi + H022PS2P3*2

+ HP31P§<1@22P31P§1 — P31 Py M3 P3, Py

2 . w112
F"‘HP32P32022P31P31 F

2
P

Therefore, min |A — Al is equivalent to
€Sy,

v

min HP21P2€B22P21P2*1 - P21P2*1M2P21P2*1 o (36)
MzeH(r—rz)X(r—rg)
Hlil'l "P31P§1622P31P;1 — P31P3*1M3P31P3*1 Fr (37)
MSGH(S—T3)><(S—T3)
Obviously, the solutions of (3.6), (3.7) can be written as
My = By + Pay Py Mo Pay Py, VM, € Hmr2)X(r=r2), (3.8)
Ms = Cyy + PsyPiyMsPsy Py, WMy € HS™m2)x(s7ra), (3.9)

Substituting (3.8), (3.9) into (3.5), then we get that the unique solution to problem (1.2)

can be expressed in (3.4). The proof is completed.
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