FINITE TIME STABILITY OF FRACTIONAL ORDER NEUTRAL DIFFERENTIAL EQUATIONS
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Abstract: A class of fractional order neutral differential equations is considered. By using the method of steps and the theory of differential inequalities, the existence and uniqueness theorems and the finite time stability theorem of the fractional order neutral differential equations are obtained, which extends some corresponding results in [8, 9].
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1 Introduction

Recently, the subject of fractional order delay differential equations is gaining much importance and attention. For details and examples, see [1–9] and the references therein.

Stability analysis is always one of the most important issues for differential equations, although this problem was investigated for time-delay differential equations over many years. Comparing with classical Lyapunov stability, finite-time stability (FTS) is a more practical concept, useful to study the behavior of the system over a finite interval of time and plays an important part in the study of the transient behavior of systems. Thus, it was widely studied in both classical differential equations and fractional order differential equations (for details and examples, see [8–13] and the references therein). However, for fractional order neutral differential equations, no much progress was seen on FTS.

In this paper, we consider fractional order neutral differential equations of the form

\[ ^{c}D_{0+}^{\alpha}[x(t) - Cx(t - \tau)] = Ax(t) + Bx(t - \tau) + f(t), \]

with associated function of initial state:

\[ x(t) = \varphi(t), -\tau \leq t \leq 0, \]
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where \( {^cD}_0^\alpha \) is the Caputo fractional derivative of order \( \alpha (0 < \alpha \leq 1) \), \( A, B, C \in \mathbb{R}^{n \times n}, f \in C(\mathbb{R}, \mathbb{R}^n) \) and \( \varphi \in C^1([-\tau, 0], \mathbb{R}^n) \). We study the FTS of such differential equations. In details, we briefly introduce the definitions and properties of the fractional derivative and the fractional integral in Section 2. In Section 3, the existence and uniqueness theorems and FTS theorem are proved.

2 Preliminaries

Definitions of fractional order derivative/integral and their properties (see [14–16]) were given below.

Definition 2.1 The fractional order integral of the function \( f \in L^1([a, b], \mathbb{R}) \) of order \( \alpha \in \mathbb{R}_+ \) is defined by

\[
I_0^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} f(s)ds,
\]

where \( \Gamma(\cdot) \) is the gamma function, and we have

\[
I_0^\alpha ((t-a)^s) = \frac{\Gamma(s+1)}{\Gamma(s+\alpha+1)} (t-a)^{s+\alpha}, \quad s > -1.
\]

Definition 2.2 For a function \( f \) given on the interval \([a, b] \), \( \alpha \)th Riemann-Liouville fractional order derivative of \( f \), is defined by

\[
D_0^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t-s)^{n-\alpha-1} f(s)ds,
\]

where \( n = [\alpha] + 1 \) and \( [\alpha] \) denotes the integer part of \( \alpha \).

Definition 2.3 For a function \( f \) given on the interval \([a, b] \), \( \alpha \)th Caputo fractional order derivative of \( f \), is defined by

\[
{^cD}_0^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t (t-s)^{n-\alpha-1} f^{(n)}(s)ds.
\]

Here \( n = [\alpha] + 1 \).

In further discussion we will denote \( I_0^\alpha f(t) \) and \( {^cD}_0^\alpha f(t) \) as \( I^\alpha f(t) \) and \( D^\alpha f(t) \), respectively. Note that (see [15])

1. \( I^\alpha I^\beta f(t) = I^{\alpha+\beta} f(t) \), \( \alpha, \beta \geq 0 \).
2. \( I^\alpha t^s = \frac{\Gamma(s+1)}{\Gamma(s+\alpha+1)} t^{s+\alpha} \), \( \alpha > 0, s > -1, t > 0 \).
3. \( D^\alpha(I^\alpha f(t)) = f(t) \), \( n-1 < \alpha \leq n, n \in \mathbb{N} \).
4. \( I^\alpha(D^\alpha f(t)) = f(t) - \sum_{k=0}^{n-1} f^{(k)}(0^+) \frac{t^k}{k!} \), \( n-1 < \alpha \leq n, n \in \mathbb{N} \).

The following lemmas play major role in our analysis.

Lemma 2.4 Let \( u \geq v \geq 0 \).

1. If \( r \geq 1 \), then \( (u-v)^r \leq u^r - v^r \).
2. If \( 0 < r < 1 \), then \( (u-v)^r \geq u^r - v^r \).
Proof (1) Let \( r \geq 1 \), then
\[
\int_0^u (u-s)^{r-1} ds = \int_0^u (u-s)^{r-1} ds + \int_{u-v}^u (u-s)^{r-1} ds \\
\geq \int_0^u (u-v-s)^{r-1} ds + \int_{u-v}^u (u-s)^{r-1} ds.
\]
That is \((u-v)^r \leq u^r - v^r, u \geq v \geq 0\).

(2) Let \( 0 < r < 1 \), then
\[
\int_0^u (u-v-s)^{r-1} ds \geq \int_0^u (u-s)^{r-1} ds \\
= \int_0^u (u-s)^{r-1} ds - \int_{u-v}^u (u-s)^{r-1} ds.
\]
That is \((u-v)^r \geq u^r - v^r, u \geq v \geq 0\). The lemma is proved.

Lemma 2.5 Let \( b > c > 0, \tau \geq 0 \) and \( 0 < \beta < 1 \). Then \( u(t) = bt^\beta - b(t-\tau)^\beta - ct^\beta \) is decreasing on \([\tau, +\infty)\) and \( u(t) \in (-ct^\beta, (b-c)t^\beta)\).

Proof For \( t \geq \tau \), we have
\[
u'(t) = \frac{b\beta}{t^{1-\beta}} - \frac{b\beta}{(t-\tau)^{1-\beta}} \leq 0
\]
and
\[
\lim_{t \to +\infty} u(t) = \lim_{t \to +\infty} \frac{b - b(1 - \frac{t}{\tau})^\beta - c(\frac{t}{\tau})^\beta}{(\frac{t}{\tau})^\beta}.
\]
Let \( s = \frac{t}{\tau} \), from (3), we have
\[
\lim_{t \to +\infty} u(t) = \lim_{s \to 0} \frac{b - b(1 - s\tau)^\beta - c(s\tau)^\beta}{s^\beta} \\
= \lim_{s \to 0} \frac{b\tau - c\tau}{s^\beta(1 - s\tau)^{1-\beta}} \\
= \lim_{s \to 0} \frac{\tau^\beta [b(s\tau)^{1-\beta} - c(1 - s\tau)^{1-\beta}]}{(1 - s\tau)^{1-\beta}} \\
= -ct^\beta.
\]
This proves the lemma.

3 Main Results

First, we consider the initial value problem (1), (2). By the method of steps, We obtain existence and uniqueness theorems for the initial value problem (1), (2).

Theorem 3.1 \( x(t) \) is a continuous solution of the initial value problem (1), (2) on \([-\tau, T]\) if and only if \( x(t) \) satisfies the relation
\[
x(t) = \sum_{i=0}^{\infty} A^iBI_{t+1}^{(i+1)\alpha} x(t-\tau) + \sum_{i=0}^{\infty} A^iI_{t+1}^{(i+1)\alpha} f(t) + \sum_{i=0}^{\infty} A^iCP_{t+1}^{(i\alpha)} x(t-\tau) \\
+ \sum_{i=0}^{\infty} A^iI^{\alpha} [x(0) - Cx(-\tau)], \quad t \in [0, T],
\]
\[
x(t) = \phi(t), \quad -\tau \leq t \leq 0,
\]
where $T > 0$.

**Proof** Let $x(t) \in C([-\tau, T], \mathbb{R}^n)$ be the solution of the initial value problem (1), (2).

Then, for $t \geq 0$, we have

$$x(t) = A^{\alpha}x(t) + BI^{\alpha}x(t - \tau) + I^{\alpha}f(t) + Cx(t - \tau) + x(0) - Cx(-\tau)$$

$$= A^{\alpha}[A I^{\alpha}x(t) + BI^{\alpha}x(t - \tau) + I^{\alpha}f(t) + Cx(t - \tau) + x(0) - Cx(-\tau)]$$

$$+ BI^{\alpha}x(t - \tau) + I^{\alpha}f(t) + Cx(t - \tau) + x(0) - Cx(-\tau)$$

$$= A^{2}I^{\alpha}x(t) + ABI^{2\alpha}x(t - \tau) + AI^{3\alpha}f(t) + ACI^{\alpha}x(t - \tau) + AI^{\alpha}[x(0) - Cx(-\tau)]$$

$$+ BI^{\alpha}x(t - \tau) + I^{\alpha}f(t) + Cx(t - \tau) + x(0) - Cx(-\tau)$$

$$= A^{2}I^{\alpha}x(t) + A^{2}BI^{3\alpha}x(t - \tau) + A^{2}CI^{\alpha}x(t - \tau) + A^{2}I^{\alpha}[x(0) - Cx(-\tau)]$$

$$+ ABI^{2\alpha}x(t - \tau) + AI^{3\alpha}f(t) + ACI^{\alpha}x(t - \tau) + AI^{\alpha}[x(0) - Cx(-\tau)]$$

$$+ BI^{\alpha}x(t - \tau) + I^{\alpha}f(t) + Cx(t - \tau) + x(0) - Cx(-\tau)$$

$$= \ldots$$

$$= A^{n}I^{\alpha}x(t) + \sum_{i=0}^{n-1} A^{i}BI^{(i+1)\alpha}x(t - \tau) + \sum_{i=0}^{n-1} A^{i}I^{(i+1)\alpha}f(t) + \sum_{i=0}^{n-1} A^{i}CI^{\alpha}x(t - \tau)$$

$$+ \sum_{i=0}^{n-1} A^{i}I^{\alpha}[x(0) - Cx(-\tau)].$$

(5)

Taking $n \to \infty$ in (5), we have $\|A^{n}I^{\alpha}x(t)\| \leq \|A\|I^{\alpha}\|x(t)\| \to 0$. Furthermore, we have

$$\sum_{i=0}^{n-1} A^{i}BI^{(i+1)\alpha}x(t - \tau) \leq \|B\|\|x\|\sum_{i=0}^{n-1} \|A\|^i \frac{\Gamma((i+1)\alpha+1)}{\Gamma(i\alpha+1)} \leq \|B\|\|x\|E_\alpha(\|A\|t^{\alpha}),$$

$$\sum_{i=0}^{n-1} A^{i}I^{(i+1)\alpha}f(t) \leq \|f\|\sum_{i=0}^{n-1} \|A\|^i \frac{\Gamma((i+1)\alpha+1)}{\Gamma(i\alpha+1)} \leq \|f\|\|A\|E_\alpha(\|A\|t^{\alpha}),$$

$$\sum_{i=0}^{n-1} A^{i}CI^{\alpha}x(t - \tau) \leq \|C\|\|x\|\sum_{i=0}^{n-1} \|A\|^i \frac{\Gamma((i+1)\alpha)}{\Gamma(i\alpha+1)} \leq \|C\|\|x\|E_\alpha(\|A\|t^{\alpha})$$

and

$$\sum_{i=0}^{n-1} A^{i}I^{\alpha}[x(0) - Cx(-\tau)] \leq (1 + \|C\|\|\phi\|\sum_{i=0}^{n-1} \|A\|^i \frac{\Gamma((i+1)\alpha)}{\Gamma(i\alpha+1)}) \leq (1 + \|C\|\|\phi\|E_\alpha(\|A\|t^{\alpha}),$$

where $\|f\| = \max_{t \in [0, T]} \|f(t)\|$, $\|f(t)\|$ be any vector norm (e.g., $= 1, 2, \infty$), $\|A\|$ denotes the induced norm of a matrix $A$ and $E_\alpha(t) = \sum_{i=0}^{\infty} \frac{t^{i\alpha}}{\Gamma((i+1)\alpha+1)}$ is the Mittag-Leffler functions. Therefore

$$x(t) = \sum_{i=0}^{\infty} A^{i}BI^{(i+1)\alpha}x(t - \tau) + \sum_{i=0}^{\infty} A^{i}I^{(i+1)\alpha}f(t) + \sum_{i=0}^{\infty} A^{i}CI^{\alpha}x(t - \tau)$$

$$+ \sum_{i=0}^{\infty} A^{i}I^{\alpha}[x(0) - Cx(-\tau)].$$
Conversely, from the first equation of (4), we have
\[
x(t) - Cx(t - \tau) = \sum_{i=0}^{\infty} A^i B I^{(i+1)\alpha} x(t - \tau) + \sum_{i=0}^{\infty} A^i I^{(i+1)\alpha} f(t) + \sum_{i=1}^{\infty} A^i C I^{i\alpha} x(t - \tau) + \sum_{i=0}^{\infty} A^i I^{i\alpha} [x(0) - Cx(-\tau)].
\] (6)

Letting the operator $D^\alpha$ act on both sides of (6), we have
\[
D^\alpha [x(t) - Cx(t - \tau)] = \sum_{i=0}^{\infty} A^i B I^{(i+1)\alpha} x(t - \tau) + \sum_{i=0}^{\infty} A^i I^{(i+1)\alpha} f(t) + \sum_{i=1}^{\infty} A^i C I^{(i-1)\alpha} x(t - \tau)
+ \sum_{i=1}^{\infty} A^i I^{(i-1)\alpha} [x(0) - Cx(-\tau)] = Bx(t - \tau) + f(t) + \sum_{i=0}^{\infty} A^i B I^{i\alpha} x(t - \tau) + \sum_{i=0}^{\infty} A^i I^{i\alpha} f(t) + \sum_{i=1}^{\infty} A^i C I^{(i-1)\alpha} x(t - \tau)
+ \sum_{i=1}^{\infty} A^i I^{(i-1)\alpha} [x(0) - Cx(-\tau)] = Ax(t) + Bx(t - \tau) + f(t).
\]

This proves the theorem.

Next, by the method of steps, we prove existence and uniqueness theorems for the initial value problem (1), (2).

**Theorem 3.2** For a given real number $T > 0$, the initial value problem (1), (2) exists a unique continuous solution $x(t)$ defined on $[0, T]$ which coincides with $\varphi$ on $[-\tau, 0]$.

**Proof** From Theorem 3.1, we know the initial value problem (1), (2) is equivalent to (4). Next, we only need to prove (4) exists a unique continuous solution.

(1) For $t \in [0, \tau]$, we have
\[
x_1(t) = \sum_{i=0}^{\infty} A^i B I^{(i+1)\alpha} x(t - \tau) + \sum_{i=0}^{\infty} A^i I^{(i+1)\alpha} f(t) + \sum_{i=0}^{\infty} A^i C I^{i\alpha} x(t - \tau)
+ \sum_{i=0}^{\infty} A^i I^{i\alpha} [x(0) - Cx(-\tau)] = \sum_{i=0}^{\infty} A^i B \frac{1}{\Gamma((i+1)\alpha)} \int_0^t (t - s)^{(i+1)\alpha - 1} \varphi(s - \tau) ds + \sum_{i=0}^{\infty} A^i I^{(i+1)\alpha} f(t)
+ \sum_{i=0}^{\infty} A^i C \frac{1}{\Gamma(i\alpha)} \int_0^t (t - s)^{i\alpha - 1} \varphi(s - \tau) ds + \sum_{i=0}^{\infty} A^i I^{i\alpha} [\varphi(0) - C\varphi(-\tau)].
\]

(2) For $t \in [\tau, 2\tau]$, we have
\[
x_2(t) = \sum_{i=0}^{\infty} A^i I^{(i+1)\alpha} f(t) + \sum_{i=0}^{\infty} A^i I^{i\alpha} [\varphi(0) - C\varphi(-\tau)]
+ \sum_{i=0}^{\infty} A^i B \frac{1}{\Gamma((i+1)\alpha)} \int_0^t (t - s)^{(i+1)\alpha - 1} \varphi(s - \tau) ds
+ \sum_{i=0}^{\infty} A^i B \frac{1}{\Gamma((i+1)\alpha)} \int_\tau^t (t - s)^{(i+1)\alpha - 1} x_1(s - \tau) ds
+ \sum_{i=0}^{\infty} A^i C \frac{1}{\Gamma(i\alpha)} \int_0^t (t - s)^{i\alpha - 1} \varphi(s - \tau) ds
+ \sum_{i=0}^{\infty} A^i C \frac{1}{\Gamma(i\alpha)} \int_\tau^t (t - s)^{i\alpha - 1} x_1(s - \tau) ds.
\]
By induction, for \( t \in [(n - 1)\tau, n\tau] \), we have

\[
x_n(t) = \sum_{i=0}^{\infty} A^i f^{(i+1)\alpha}(t) + \sum_{i=0}^{\infty} A^i f(0) - C\varphi(-\tau)]
+ \sum_{i=0}^{\infty} A^i B T_i^{((i+1)\alpha)} \int_0^t (t-s)^{(i+1)\alpha-1}\varphi(s - \tau)ds
+ \sum_{i=0}^{\infty} A^i B T_i^{((i+1)\alpha)} \int_0^{2\tau} (t-s)^{(i+1)\alpha-1}x_1(s - \tau)ds
+ \ldots
+ \sum_{i=0}^{\infty} A^i B T_i^{((i+1)\alpha)} \int_0^n (t-s)^{(i+1)\alpha-1}x_{n-1}(s - \tau)ds
+ \sum_{i=0}^{\infty} A^i C T_i^{((i+1)\alpha)} \int_0^t (t-s)^{\alpha-1}\varphi(s - \tau)ds
+ \sum_{i=0}^{\infty} A^i C T_i^{((i+1)\alpha)} \int_0^{2\tau} (t-s)^{\alpha-1}x_1(s - \tau)ds
+ \ldots
+ \sum_{i=0}^{\infty} A^i C T_i^{((i+1)\alpha)} \int_0^n (t-s)^{\alpha-1}x_{n-1}(s - \tau)ds.
\]

By the method of steps, we obtain (4) exists a unique continuous solution. That is the initial value problem (1), (2) exists a unique continuous solution. That is the fractional solutions on

\[
\varphi = \max_{t \in [0,T]} \| \varphi(t) \|,
\]

implies

\[
\|x(t)\| < \varepsilon,
\]

where \( \|x(t)\| = \max_{t \in [\tau,0]} \| \varphi(t)\|, \delta, M, T, \varepsilon \) are positive real numbers and \( \delta < \varepsilon \).

**Theorem 3.4** If there exists a positive constant \( b_1 \) such that the following conditions are satisfied:

1. \( b_1 > \|A\| + \|B\|; \)
2. \( (1 + 2\|C\|)e^{\frac{b_1 (T-\tau)\alpha}{\Gamma((n+1)\alpha)\tau^\alpha}} \leq 1; \)
3. \( (1 + 2\|C\|)(t - \tau)^\alpha e^{\frac{b_1 (T-\tau)\alpha}{\Gamma((n+1)\alpha)\tau^\alpha}} + \tau^\alpha e^{\frac{b_1 (T-\tau)\alpha}{\Gamma((n+1)\alpha)\tau^\alpha}} \leq T^\alpha e^{\frac{b_1 T\alpha}{\Gamma((n+1)\alpha)\tau^\alpha}}, \forall t \in [\tau, T]; \)
4. \( [1 + 2\|C\| + \frac{MT^\alpha}{\Gamma((n+1)\alpha)}] e^{\frac{b_1 T^\alpha}{\Gamma((n+1)\alpha)\tau^\alpha}} \leq \frac{\tau}{2}, \)

then systems (1), (2) is finite time stable w.r.t. \( \{0, J, \delta, \varepsilon, M\} \).

**Proof** According to the properties of the fractional calculus, we have

\[
x(t) = \varphi(0) + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} [Ax(s) + Bx(s - \tau) + f(s)]ds
+ Cx(t - \tau) - C\varphi(-\tau), \quad t \geq 0.
\]
Therefore, for $t \geq 0$,
\[
\|x(t)\| \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \|Ax(s)\| ds + \|B\| \|x(t-\tau)\| + \|f(\phi)\| ds + \|\varphi\| + \|C\| \|\varphi\| + \|C\| \|x(t-\tau)\|.
\]
If $y(t) = \sup_{-\tau \leq \theta \leq 0} |x(t+\theta)|$ and $0 \leq t \leq \tau$, then
\[
\|x(t)\| \leq (1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)} \int_0^t (t-s)^{\alpha-1} \|y(s)\| ds + \frac{\|B\|}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \|y(s)\| ds.
\]
Therefore, for $0 \leq t \leq \tau$,
\[
\|y(t)\| \leq (1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)} \int_0^t (t-s)^{\alpha-1} \|y(s)\| ds + \frac{\|B\|}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \|y(s)\| ds.
\]
Applying Gronwall inequality, it is easy to get
\[
\|y(t)\| \leq [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{(1 + 2|C|) \|\varphi\|}{\Gamma(\alpha+1)}}, \quad 0 \leq t \leq \tau.
\]
Also, the same argument implies the following estimate
\[
\|y(t)\| \leq [(1 + 2|C|) \|yt_0\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{(1 + 2|C|) \|\varphi\|}{\Gamma(\alpha+1)}}, \quad 0 \leq t_0 \leq t \leq t_0 + \tau.
\]
Next, we need to prove that
\[
\|y(t)\| \leq [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}}, \quad 0 \leq t \leq n\tau \leq T.
\]
According to the above, the mentioned claim is true for $n = 1$. Assume that it is true for $n = 1, \ldots, k$ (the induction hypothesis). Then using this hypothesis, it should be shown that it is satisfied for $n = k + 1$ as well. Indeed, if $\tau \leq t \leq (k+1)\tau \leq T$, then
\[
\|y(t)\| \leq [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}}
\]
and
\[
\|y(t-\tau)\| \leq [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}}.
\]
Therefore,
\[
\|y(t)\| \leq [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}} + [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}} + [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}}
\]
\[
\leq [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}}.
\]
That is
\[
\|x(t)\| \leq [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}} \leq [(1 + 2|C|) \|\varphi\| + \frac{\|f\|}{\Gamma(\alpha+1)}] e^{\frac{\|f\|}{\Gamma(\alpha+1)}}, \quad t \in [0, T].
\]
Finally, using the basic condition of Theorem 3.4, it follows:
\[
\|x(t)\| \leq \varepsilon, \quad t \in [0, T].
\]
This prove the theorem.
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