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Abstract: In this article, we study the complete convergence for weighted sums of ϕ̃-mixing

random variables without assumptions of identical distribution. By using the truncated method

and the moment inequality of random variables, we obtain the complete convergence and strong

law of large numbers for weighted sums of ϕ̃-mixing random variables, which generalize and extend

the corresponding results for independent and identically distributed random variables.
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1 Introduction

Let {Xn;n ≥ 1} be a sequence of random variables that defined on a probability space
(Ω, F, P ). Let n and m be positive integers, F m

n denote the σ-algebra generated by the
random variables Xn, Xn+1, · · · , Xm. Let S, T ⊂ N be nonempty sets, and define that
FS = σ(Xi; i ∈ S ⊂ N). Given two σ - algebras ψ, ζ in F , note that

ϕ(ψ, ζ) = sup (|P (B |A)− P (B)| ;A ∈ ψ, P (A) > 0, B ∈ ζ) , (1.1)

and define the ϕ̃ - mixing coefficients by

ϕ̃(n) = sup{ϕ(FS , FT ); finite subsets S, T ⊂ N such that dist(S, T ) ≥ n}, n ≥ 0. (1.2)
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Obviously, 0 ≤ ϕ̃(n + 1) ≤ ϕ̃(n) ≤ 1, n ≥ 0 and ϕ̃(0) = 1.
Definition 1.1 A sequence of random variables {Xn;n ≥ 1} is said to be a ϕ̃-mixing

sequence of random variables if there exists k ∈ N such that ϕ̃(k) < 1.
Note that if {Xn;n ≥ 1} is a sequence of independent random variables, then ϕ̃(n) = 0

for all n ≥ 1.
The concept of ϕ̃-mixing was introduced by Wu and Lin [1], and then a number of

publications are devoted to ϕ̃-mixing random variables. For example, We refer to Wu and Lin
[1] for the complete convergence and strong law of large numbers for identically distributed,
Wang and Hu et al. [2] for the convergence properties of the partial sums, Wang et al. [3] for
the strong law of large numbers and growth rate, Jiang and Wu [4] for the weak convergence
and complete convergence, Shen and Wang et al. [5] for the strong convergence properties
of sums of products, and so on.

The main purpose of this paper is to study the complete convergence and strong law of
large numbers for weighted sums of ϕ̃-mixing random variables without assumptions of iden-
tically distributed. The results obtained generalize and extend the results for independent
and identically distributed random variables to the case of ϕ̃-mixing random variables, but
also improve the almost sure convergence result of Wu and Lin [1] under a mild weighted
condition.

Throughout this paper, C will represent a positive constant whose value may change
from one appearance to the next, and an = O(bn) will mean an ≤ C(bn). We assume that
φ(x) is a positive increasing function on (0,∞) such that φ(x) ↑ ∞ as x → ∞ and ϕ(x) is
the inverse function of φ(x). Since φ(x) ↑ ∞ as x →∞, it follows that ϕ(x) ↑ ∞ as x →∞.
For convenience, we let φ(0) = 0 and ϕ(0) = 0.

To obtain our results, the following lemmas are needed.
Lemma 1.1 Let {Xn;n ≥ 1} be a sequence of ϕ̃-mixing random variables with EXn = 0

and E|Xn|r < ∞ for some r ≥ 1 and all n ≥ 1. Then there exists a constant C = C(r, ϕ̃(k))
depending only on r and ϕ̃(k) such that for any n ≥ 1,
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Proof The proof was obtained by Wu [6]. So we omit it.
Lemma 1.2 Assume that the inverse function ϕ(x) of φ(x) satisfies

ϕ(n)
n∑

i=1

1
ϕ(i)

= O(n). (1.5)

If E [φ (|X|)] < ∞, then
∞∑

n=1

1
ϕ(n)

E |X| I (|X| > ϕ(n)) < ∞. (1.6)
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Proof The proof is similar to that of Lemma 1 of Sung [7]. So we omit it.
The following lemma is known, see, for example (see [6]).
Lemma 1.3 Let {Xn;n ≥ 1} be a sequence of random variables, if there exits a random

variable X such that

P (|Xn| ≥ x) ≤ CP (|X| ≥ x) (1.7)

for all x ≥ 0. We call that the sequence {Xn;n ≥ 1} of random variables is stochastically
dominated by a random variable X. Then, for ∀β > 0 and ∀t > 0,

E|Xn|βI(|Xn| ≤ t) ≤ C(E|X|βI(|X| ≤ t) + tβP (|X| > t)); (1.8)

E|Xn|βI(|Xn| > t) ≤ CE|X|βI(|X| > t). (1.9)

2 Main Results and Proofs

Theorem 2.1 Let {Xn;n ≥ 1} be a sequence of ϕ̃-mixing random variables which is
stochastically dominated by a random variable X. Suppose that EX = 0, E|X|r < ∞ for
1 < r ≤ 2 and E [φ (|X|)] < ∞. Assume that the inverse function ϕ(x) of φ(x) satisfies (1.5).
Let {ani;n ≥ 1, i ≥ 1} be an array of constants such that
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;
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for all ε > 0.
Proof For n ≥ 1, define that
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Hence
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It follows from E [φ (|X|)] < ∞, Lemma 1.2, Lemma 1.3 and the Kronecker’s lemma that
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as n →∞. It implies that (2.3) holds true. It follows from (2.2) and (2.3) that
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for n large enough.
Hence to prove (2.1), we need to prove that
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It follows from the Markov’s inequality, (1.3) of Lemma 1.1, Lemma 1.3, EXr < ∞, α > r

and the condition of
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It follows from E [φ (|X|)] < ∞ and Lemma 1.3 that
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The proof of Theorem 2.1 is completed.
Theorem 2.2 Let {Xn;n ≥ 1} be a sequence of ϕ̃-mixing random variables which is

stochastically dominated by a random variable X. Suppose that EX = 0, E|X|r < ∞ for
r > 2 and E [φ (|X|)] < ∞. Assume that the inverse function ϕ(x) of φ(x) satisfies (1.5).
Let {ani;n ≥ 1, i ≥ 1} be an array of constants such that
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The proof of Theorem 2.2 is completed.
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ϕ̃混合随机变量加权和的完全收敛性
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摘要: 本文研究了不同分布ϕ̃混合随机变量加权和的完全收敛性问题. 利用随机变量截尾和矩不等式方法,

获得了ϕ̃混合随机变量加权和的完全收敛性和强大数定律的结果, 所获得结果推广和改进了有关独立同分布

随机变量序列的相应结果.
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