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Abstract: Comparison theorem for solutions of one-dimensional backward stochastic equa-
tion (BSDE for short) was first established by Peng [1]. In this paper, we study the BSDEs driven
by continuous semi-martingale satisfying Lipschitz condition. We generalize the comparison theo-
rem to this case and prove it by using techniques which are different from those of Peng [1]. Our
method is more direct and simpler.
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1 Introduction

The backward stochastic differential equations (BSDEs) theory was a focus of great
interest in recent years. To solve a classical BSDE, we look for a couple of processes (y, 2)

which satisfies the equation

T T
yt:u/ f(s,ys,zs)ds—/ sdB,, 0<{<T, (1)
t t

where T' > 0 is a finite constant termed the time horizon, £ is a one-dimensional random
variable termed the terminal condition, the random function f : Q x [0,7] x R x R — R
is progressively measurable for each (y, z) termed the generator of the BSDE (1), and B is
a d-dimensional Brownian motion. The solution (y, z) is a pair of adapted processes. The
triple (¢, T, f) is called the coefficients (parameters) of the BSDE (1).

The classical BSDE theory is taken the Brownian motion as the noise source, but the
Brown motion is one kind of extreme idealized model, which causes the classical BSDE
theory to receive certain limit in the application. Therefore, many scholars try to study
the BSDE driven by other noise. For example, the corresponding work can be referenced
in  Situ (1997), Wang (1999), Nualart and Schoutens (2001), Bahlali (2003), Li (2005) and
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Ren and Hu (2007). In particular, existence and uniqueness results of the solutions of BSDE

with continuous semi-martingle under Lipschitz condition were obtained by Wang (1999).
The comparison theorems, which are an important and effective technique in the theory

of SDE, were established by Peng [1] and Cao-Yan [3]. In this paper, we generalize their com-

parison theorems to the case where the BSDEs were driven by continuous semi-martingale.

2 Preliminaries and Lemmas

Let us first introduce some assumptions and notations, which we will use in this paper.
For what follows, let us fix a number 0 < T < 4o00. Let (W;)u<r) be the standard d-
dimensional Brownian motion defined on the canonical space (0, Zr, (%;)u<r), P), where
T < +co is a fixed time.We shall denote by P, the predictable o-field. Let M? be the
continuous square-integrable martingale space. Let S? denote the set of .%;-adapted cadlag
R™-valued process {X;,0 <t < T} with the property

IX|[s> = (E[ sup [ X¢]|*)"/* < 4o00.
0<t<T

Let L?(W) be the set of .Z-predictable R%valued processes {Z;,0 < t < T'} which satisfy

T
12l = (B [ 1ZiPa(an) 02 < +oc.
0

In this paper, we consider the following one-dimensional backward stochastic differential

equation
T T
}/t: £+/ f(S)YsaZs)d<M>s+AT_At_/ stM.s; OStST, (2>
t t

where t € [0, 7], £ an .Zp-measurable and square-integrable random variable, M € M2, M, =
0, (A;)(0<i<T) an F-adapted cadlag process and f: Qx[0,T]x Rx R — Ra P @ AB(R***)
measurable function, which satisfies

(H.1) f(e,0,0) € L*(W);

(H.2) Lipschitz conditions: there exist C' > 0 such that

|f(tx1,01) — f(t,22,92)| < C(lzr — 2| + |y1 — y2l) as. VE € [0,T], x1,22,y1,y2 € R.

For given (&, f, A), the solution to BSDE (2) means a pair of process (Y, Z) in S @ L*(W)
which satisfies (2). Under the above conditions on f, Wang [2] proved the existence and
uniqueness of the solutions of BSDE (2). We shall generalize the comparison theorem to the
case and prove it by using techniques which are different from those of Peng. Our method

is more direct and simpler.

3 A Comparison Theorem

Our main result is the following:
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Theorem 3.1 Let (Y%, Z%) € S? x L*(W), i = 1,2 be the unique solutions to the

following equations:
T T
v g [ peviahion. s ap - [ zanosest @)
t t

and

T T
Y2 = 52+/ f2(s,Ys2,Z§)d<M>s+A%—Af—/ ZAML0<t<T, (4
t t

where ¢ € L*(Q, %7, P), i = 1,2, f! satisfies (H.1) and (H.2), f? is a progressively mea-
sureable process such that EfOT |f2[2d({M); < 400, A® € 2, A} = 0.
(i) If & < €% as. fl(s,Y2,2%) < f%(s,Y? Z?) as. ae.(s) and if (Al)(i = 1,2) are
continuous, and {A? — A}} is an increasing process, then V0 <t < T, we have Y;! <Y} a.s,;
(i) If &' > €2 as. fl(s,Y?,2%) > f(s,Y? Z?) as. ae.(s) and if (A4%) (i = 1,2) are
continuous, and {A] — A?} is an increasing process, then V0 < ¢ < T, we have Y;! > Y2, a.s..
In order to prove Theorem 3.1, we need the following lemma.

Lemma 3.2 Let X; = Xy + M; + V; be a continuous semi-martingale, where (M;) a
continuous local martingale with My = 0 and (V;) a continuous process of finite variation
with V5 = 0. Then

t t ¢
X;rQ—X()*Q+2/ deMS+2/ X:st-F/ Iix,>0)d(M)s.
0 0 0

Proof Applying It6 formula to the Tanaka-Meyer formula, it is easy to prove this. For
details we refer to Cao [3].

Proof of Theorem 3.1 We only need to prove (i), because (ii) can be deduced from (i)
easily. Let Y! and Y? be the solutions to (3) and (4), respectively, and denote Y; = Y;! — Y2,
§ =8 -8 2 =2 - 77, A= A} - A}

From (3) and (4), we have

T T
Vimgr [ 120 - Pl Y22+ A - A [z,
t . . t
Yo [ 1762 - Pla Y2 2000~ A+ [ Zan,
0 0
It is easily seen that Y; is a continuous semi-martingale. By Lemma 3.2, we obtain
) ) T T
Y=g+ 2/ Y[ (s Y Z5) = f2(s, Y7, Z2))d(M ) — 2/ Y. Z.dM,
t t

T T
+2/ Y. dA, —/ I(ys>0)|Zs|2d<M>s.
t t
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Since £ <0, (A;) is a decreasing process, we get

T
AL / Ly, 00| Z:[2d(M),
t

T

T

< / YA s YD, Z0) — f2(s, Y2, Z22)|d(M), — 2 / Y+ Z.dM,
tT tT

< / YA (s, Y2, Z20) = fA(s, Y2, Z2)|d(0M), — 2 / Y+ ZodM,.
t t

Obviously, {ftT Yt Z,dMs, t € [0,T]} is a martingale (cf. [3]). Then by (H.2) and the

elementary inequality 2uv| < 1u? 4 cv? for any ¢ > 0, we have
9 T
B+ E [ Tsn|ZPd1).
t
T
<28 [ VI Y 2 - YA 2,
t
T
=28 [ Vi s lf (Y2 20) = s Y2 22N,
t
T 9 1
<E [0 4 Lo (7152 20 - 16 Y2 Z)Pd000),
t C
T
2K
<E [ 100+ B (V2 + Z2)d00).
t
T
2K 2 2K
=5 [ e+ 2OV + 2l 2PN,
t
Choosing ¢ = 2K, we obtain

T
BY" < (2K + 1)/ EYF*d(M),,
t

which implies that EY;" = 0 for all t € [0,7] by Gronwall’s lemma. As Y;+? is continuous,
we have Y,* = 0, for ¢t € [0,7] a.s. The theorem is proved.
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